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Abstract The use of co-occurrences of patterns in im-
age analysis has been recently suggested as one of the

possible strategies to improve on the bag-of-features
model. The intrinsically high number of features of the
method, however, is a potential limit to its widespread

application. Its extension into rotation invariant ver-
sions also requires careful consideration. In this pa-
per we present a general, rotation invariant framework
for co-occurrences of patterns and investigate possible

solutions to the dimensionality problem. Using Local
Binary Patterns as bag-of-features model, we exper-
imentally evaluate the potential advantages that co-

occurrences can provide in comparison with bag-of-features.
The results show that co-occurrences remarkably im-
prove classification accuracy in some datasets, but in

others the gain is negligible, or even negative. We found
that this surprising outcome has an interesting expla-
nation in terms of the degree of association between
pairs of patterns in an image, and, in particular, that

the higher the degree of association, the lower the gain
provided by co-occurrences in comparison with bag-of-
features.
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1 Introduction

The bag-of-features model (BoF), in which images are

represented through the probability distribution over
a discrete vocabulary of local features, has proven ef-
fective in many image analysis tasks [8,47,29]. This

representation bears no information about the spatial
distribution of the local features. As a consequence,
two images with the same distribution, but different
spatial arrangement, are perfectly equivalent in this

model, though they may be very unlike in fact – see
Refs. [17,46] for examples. In order to overcome these
somewhat paradoxical situations, researchers are ac-

tively seeking effective means to improve visual recog-
nition by taking into account, in some way, information
about the spatial interrelations of local features. Ap-

proaches so far proposed include spatial pyramids [20],
spatial graphs [46], feature pooling [4], bag-of-strings
[37] and co-occurrences of patterns [30,31]. For a re-
view and a tentative categorization of these methods
the interested reader may refer to the work of Wu et
al. [46]. Theoretically, including structural information
in image description should improve the discrimination
capability.

This process, however, is by no means costless, since
it inevitably produces a marked increase in the num-
ber of features through which images are described.
Among the proposed strategies, co-occurrences of pat-
terns are receiving increasing attention as a possible
means to improve on the bag-of-feature model. Mak-
ing a parallel to natural language processing, we can
say that co-occurrences of patterns stand to patterns
as bigrams stand to single words [42]. As we show in
the following section, different implementations of this

idea have already appeared in the literature. The tran-
sition from bag-of-features to co-occurrences, however,
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is not straightforward, particularly when it comes to

considering invariance against rotation. With regard to

this, we believe that the theoretical implications have

not been given the required attention and need further

consideration. Another intrinsic difficulty is the high

number of features that this strategy produces – N2 in

principle, where N is the number of features of the bag-

of-features model. The higher dimensionality also pairs

with a stronger computational demand, both in the fea-

ture extraction and classification stage. It is therefore

of primary importance to assess the potential advan-

tages and disadvantages of the co-occurrence model in

comparison with the bag-of-features model. The contri-

bution of this paper to the literature is in four points:

first, we propose a general theoretical framework for

rotation-invariant co-occurrence of patterns; second, we

investigate possible solutions for reducing dimensional-

ity; third, we carry out an experimental evaluation of

the method on different datasets; fourth, we propose

a model to explain the performance of co-occurrences

and the extent of the gain they can provide against

bag-of-features alone.

The remainder of the paper is organised as follows.

After presenting a brief review of related literature (Sec. 2),

we address the problem of formally defining rotation

invariant co-occurrences of patterns (Sec. 3). In Sec. 4

we describe five strategies for dimensionality reduction.

Experimental set-up, results and discussion are pre-

sented in Secs. 5–7, followed by some final considera-

tions and directions for future research in Sec. 8.

2 Related research

Co-occurrences of local features are the extension of

grey-level co-occurrence matrices to local features. They

express the joint probability of pairs of patterns to oc-

cur in any two points of an image separated by a given

displacement vector. The idea is general, and can be in

theory applied to any image descriptors based on local

features: Liu and Yang, for instance, based their model

on 2 × 2 patterns computed from colour gradients [25];

Song, on 2 × 2 patterns computed from grey levels [39];

Lee et al., on 2 × 2 motifs [21]; Kobayashi and Otsu,

on Scale-invariant Image Features (SIFT) and Gradi-

ent Local Auto-Correlations (GLAC) [18]; Zou et al.,

on quantized and rescaled intra- and inter-channel Ga-

bor filter responses [48].

Among local texture features, Local Binary Pat-

terns (LBP) have reached a prominent position, due

to the ease of implementation, high discrimination ca-

pability and low computing demand. It is no surprise,

then, that various researchers considered LBP as a pos-

sible basis for implementing co-occurrence strategies.

Here below we briefly review the approaches so far pro-

posed. With reference to the rotation invariant prop-

erties of each method, we subdivide them into three

groups: those that are not rotation invariant, those that

are rotation invariant at the local feature level, and

those that are rotation invariant at the co-occurrence

level. In the round-up table (Tab. 1) the rotation in-

variance level of the three groups is indicated as none,

marginal and joint, respectively. We also report, in the

same table, the type of features used by each method:

these can be the complete co-occurrences or some sets

of global statistics from them extracted.

Nosaka et al. [30] define the co-occurrence of adja-

cent patterns separated by a given vector as the prob-

ability of occurrence of their combination in an image.

If N is the number of possible patterns, the number

of co-occurrences is N2. The method has been later on

extended into a rotation-invariant version [31] by con-

sidering equivalent all pairs of patterns that can be ob-

tained from each other through a synchronous rotation

of the two patterns which make up a pair. The authors

also consider equivalent all pairs of patterns that can be

obtained from each other through a reflection around

an axis orthogonal to the displacement vector joining

the two patterns, an operation that reduces the number

of co-occurrences from N2 to N(N + 1)/2. The meth-

ods is therefore invariant to two actions: a rotation and

a reflection. To further reduce dimensionality, the au-

thors split each binary pattern into sub-patterns of four

pixels lying either on the vertical-horizontal directions

(LBP+) or on the two diagonal directions (LBP×), this

way obtaining a feature vector of dimension 16(16 +

1)/2 = 136.

Other authors dealt with the dimensionality prob-

lem by considering low-dimensional variations of local

binary patterns. Sujatha et al. [40], for instance, as well

as Li and Shi [22], used the reduced-dimension LBP

variations LCLBP-OR3×3 and CLBP3×3, respectively.

Sun et al. [41], along with Shadkam and Helfroush [38],

employed rotation-invariant local binary patterns in the

form of LBPriu2P,R . In this case the resulting descriptor is

rotation invariant at the local feature level – but not at

the co-occurrence level – as it will become clear in Sec.

3.1. The pairwise rotation invariant co-occurrence local

binary patterns (PRI-CoLBP), recently proposed by Qi

et al. [35] also consider co-occurrences of uniform local

binary patterns, but, in addition, determine the intrin-

sic orientation of the co-occurrence through the image

gradient in one of the two points, this way achieving

invariance against rotation at the co-occurrence level.

The magnitude of the gradient is then used to weight

the co-occurrence. The potential problem with this ap-

proach, however, is that the gradient can be numerically
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Table 1 Summary table of related methods.

Author(s) Ref. Year LBP variants Rotation invariance Features

Ershad [9] 2011 LBP3×3 None Statistics
Nosaka et al. [30] 2011 LBP+; LBP× None Co-occurrences
Qi et al. [35] 2012 LBPri8,1 Joint Co-occurrences
Shadkam and Helfroush [38] 2012 LBPri8,1; LBPri16,2; LBPri24,3 Marginal Co-occurrences
Sujatha et al. [40] 2012 LCLBP-OR3×3 None Co-occurrences
Sun et al. [41] 2012 LBPri8,1; LBPri16,2; LBPri24,3 Marginal Co-occurrences
Nosaka et al. [31] 2012 LBP+; LBP× Joint Co-occurrences
Wang et al. [45] 2012 LBP3×3 None Statistics
Li and Shi [22] 2013 CLBP3×3 None Co-occurrences

unstable in low-contrast regions, or even indeterminate

in completely flat zones.

We finally mention that, instead of considering the

complete set of co-occurrences as features, some authors

(Wang et al. [45] and Ershad [9]) employed global sta-

tistical descriptors (i.e.: energy, contrast, homogeneity

and entropy), which is the common practice when deal-

ing with co-occurrences of grey-level intensities. But

when it comes to co-occurrences of patterns, this so-

lution should be considered with care, since there is in

general no intrinsic order in the patterns’ codes, as we

discuss in Sec. 4.5.

In summary, the literature shows a fervid activity

in the field, but the approaches thus far proposed lack,

in our view, a formal conceptualisation of the problem

in general terms. In the following section we therefore

discuss a general rotation invariant framework for co-

occurrences of patterns that can be applied to any bag-

of-features model producing binary patterns.

3 Pairs of patterns and co-occurrences

Let p and q be the indices of two generic binary pat-

terns generated by any bag-of-features operator, such

as local binary patterns, improved local binary pat-

terns and similar (see Ref. [11] for an up-to-date re-

view of methods). For the sake of simplicity, let us as-

sume that p, q are expressed as decimal codes, therefore

p, q ∈ {0, . . . , N − 1}, where N is the number of bi-

nary pattern the descriptor generates. Now let (xp, yp)

and (xq, yq) indicate the spatial positions of the two

patterns within the image, with the convention that

the origin of the reference system is the top-left pixel

and that the y and x axes respectively point rightward

and downward (see Fig. 1). Conventionally, we repre-

sent any oriented pair of patterns as (p, q, vpq), where

vpq is the displacement vector from (xp, yp) to (xq, yq).

Note that, in principle, (p, q, vpq) 6= (p, q, vqp),

therefore oriented pairs of patterns are not symmetri-

cal. The displacement vector can be decomposed into its

Fig. 1 An oriented pair of patterns.

length (d), orientation (α) and verse, and can be equiv-

alently expressed as vα,d, with the convention that α

is measured positively counter-clockwise starting from

the horizontal (y) direction (see Fig. 1).

For the sake of simplicity, we assume that neigh-

bourhoods are either digital or interpolated circles (Fig.
2). In the first case, neighbourhoods are integral ap-

proximations of circles in the digital plane; in the sec-

ond, the points lie on a circle and the value of those not

coinciding with pixels’ locations are determined through

interpolation.

Fig. 2 Digital (left) and interpolated (right) circular neigh-
bourhoods.

The neighbourhoods can be of two types (see Fig. 3):

‘peripheral’, which are made of peripheral pixels only
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(so are, for instance, patterns generated by LBP), or

‘full’, which are composed of the peripheral pixels plus

the central pixel (so are, for instance, patterns gener-

ated by ILBP).

Fig. 3 Binary patterns of type ‘peripheral’ (left) and ‘full’
(right).

The number of discrete values that α can take de-

pends on the number of pixels in the periphery of the

neighbourhood. We define a co-occurrence of patterns

in the following way:

Definition 1 A co-occurrence of patterns is an instance

of an oriented pair of patterns.

3.1 Achieving rotation invariance

In order to achieve rotation invariance, let us establish,

first, the concept of equivalence under rotation of two

oriented pairs of patterns. Consider, to this end, the

generic transform that maps an oriented pair of binary

patterns into its rotated version by a discrete rotation

angle θk = 2πk/n, k = {0, . . . , n − 1}, where n is the

number of pixels in the periphery of the neighbourhood.

We can express such transform in the following way:

ϕθk : (p, q,vα,d)→ (p′, q′,vα′,d) (1)

where:

α′ = (α+ θk) mod 2π (2)

p′ = {ξ(pbin, k)}dec q′ = {ξ(qbin, k)}dec (3)

In the above equations subscripts ‘bin’ and ‘dec’ in-

dicate conversion into binary and decimal format, re-

spectively; ξ(b, w) a circular shift by w position on the

whole number b expressed in binary format. For in-

stance, if p = 25, n = 8 and k = 2; we have:

p′ = {ξ(25bin, 2)}dec
= {ξ(00011001, 2)}dec
= {01000110}dec
= 70

In practice, equations 1–3 describe, in mathematical

form, what happens to a pair of patterns when the im-

age it belongs to is rotated by an angle θk: as the joining

vector rotates by θk, so do the two binary patterns that

make up the pair (see Fig. 4). We can now define the

concept of rotationally equivalent pairs of patterns:

Definition 2 Any two oriented pairs of patterns are

rotationally equivalent if and only if there exists a trans-

form of the type stated in Eqs. 1–3 that maps one pair

into the other.

Any set of rotationally equivalent oriented pairs of

patterns represents an orbit (see Ref. [33, p. 57]) of the

transformation group defined by Eqs. 1–3. Any oriented

pair of patterns belonging to an orbit is a representative

of that orbit (see Fig. 4).

Fig. 4 An orbit of rotationally equivalent co-occurrences of
patterns. The canonical form is depicted in bold line.

Algorithmically, in order to check if two pairs of pat-

terns are rotationally equivalent, it is useful to establish

a canonical orientation (reference) for the displacement

vector v. Herein we have chosen the y axis as the refer-

ence, so we can take, as the canonical form of a given

pair of patterns, the representative of the orbit the pair

belongs to that is collinear with the reference axis. Since

two objects are equivalent, under a given transform, if

and only if they have the same canonical form (see Ref.

[33, p. 58-59]), in order to verify if two oriented pairs of

patterns are rotationally equivalent it suffices to com-

pare their canonical forms, as stated in the following

lemma:

Lemma 1 Any two pairs of patterns are rotationally

equivalent if and only they have the same canonical

form.
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As a consequence, the complete set of orbits can

be identified with a complete list of canonical forms

and vice versa. Elementary considerations let us easily

figure out that the complete set of canonical forms co-

incides with all the possible (p, q) pairs, where p, q ∈
{0, . . . , N − 1}. Therefore, there are N2 classes of rota-

tionally invariant oriented pairs of patterns.

3.2 Computing co-occurence features

Computing rotation invariant co-occurrences of patterns

means counting how many times each of the N2 orbits

comes about in an image. Operatively, our procedure

works as follows. As a first step we compute the map

of decimal codes that results from applying any bag-

of-feature descriptor (i.e.: LBP, ILBP, BGC, etc.) to

the input image. Then, for each k ∈ {0, . . . , n − 1} we

compute the co-occurrence matrix of each (p, q) pair at

distance d and direction θk – let Md,θk indicate such

matrix. Afterwards, we permute the elements of each

Md,θk so that any (p, q) pairs in that matrix is reduced

to its canonical form (note that, by definition, the per-

mutation is an identity in the case Md,0◦). Let us indi-

cate any such matrices as M̂d,θk . The n matrices this

way computed are averaged to give a probability distri-

bution of the rotation invariant co-occurrence classes:

M̄d =
1

n

n−1∑
k=0

M̂d,θk (4)

Finally, the result is serialized into a feature vector f :

f = M̄d(:) (5)

4 Strategies for dimensionality reduction

In the preceding section we have shown that rotation

invariant co-occurrences of patterns generates N2 fea-

tures, where N is the dimension of the original bag-

of-features model. Such number can be very large and

may render the whole method impractical.

As we mentioned in Sec. 2, the most common ap-

proach to reduce dimensionality consists of using low-

dimensional bag-of-features models. Nosaka et al. [31],

for instance, split the LBP neighbourhood into sub-

neighbourhoods of four pixels each, thus generating 16

patterns and 16 × 16 = 256 pairs. They further reduce

this number to 136 by considering, along with rotation

invariance, reflection invariance too. Shadkam and Hel-

froush [38] use rotation invariant uniform local binary

patterns (LBPri) with neighbourhood radius one, two

and three which give 10, 18 and 26 features, and 55,

71 and 351 co-occurrences, respectively. Here, too, the

authors implicitly include reflection invariance.

Unfortunately, though the above solutions have been

reported to be effective in a number of applications,

they are not sufficiently general to be applied to the

framework described in Sec. 3. In order to overcome

the dimensionality problem, we considered five differ-

ent strategies: the first four are a posteriori feature se-

lection schemes based on the concept of dominant pat-

terns; the fifth is a combination of the original features

with global co-occurrence statistics.

4.1 Dominant co-occurrences

This approach derives from the dominant patterns scheme,

proposed by Liao et al. [23] for reducing the dimen-

sionality of local binary patterns. When applied to co-

occurrences, the method simply consists of retaining, as

features, the probabilities of occurrence of the pairs of

patterns that, in any image, account for a given percent

of the total co-occurrences. Following the settings pro-

posed in the cited reference, we set this value to 80%.

In practice, since the co-occurrence vector sums one

by definition, for each image one has just to sort the

feature vector (Eq. 5) in descending order and retain

the smallest set of features that sum at least 0.8. We

refer to the retained co-occurrences as the dominant co-

occurrences (DC). It is important to remark that this

is an unlabelled feature reduction scheme in which no

information is retained about the co-occurrences’ labels

[23].

4.2 Labelled dominant co-occurrences

Discarding information about co-occurrences’ labels may

have negative effects on the discrimination capability

of the method. A simple variation on the procedure

described above enables retaining this important in-

formation. This solution, which we refer to as labelled

dominant co-occurrences (LDC), is a feature selection

scheme which learns the labels of the dominant co-

occurrences from a set of training images. It works as

follows. As a first step we compute the co-occurrence

vectors of the training images. Then we average them,

sort the resulting vector in descending order and retain

the labels of the smallest set of co-occurrences that sum

at least 0.8. Once we have established, with such a pro-

cedure, the set of dominant co-occurrences, the feature

vector of any image is represented by the probabilities

of the dominant co-occurrences. By definition this pro-

cedure generates as many features as DC.
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4.3 Highest-variance co-occurrences

A simple variation on LDC consists of retaining the

labels of the co-occurrences with the highest variance.

This strategy has been suggested by Nanni et al. as a

means for selecting the best performing rotation invari-

ant patterns in local binary/ternary patterns [28]. To

make their approach consistent with the others consid-

ered in this study, we implemented a modified version

of the method described in the cited reference. We first

compute the co-occurrence vectors of the training im-

ages, then calculate their variance, sort the resulting

vector in descending order and finally retain the labels

of the smallest set of co-occurrences that accounts for at

least 80% of the total variance. We refer to this method

as highest-variance co-occurrences (HVC).

4.4 Discriminative features

Another interesting learning framework for feature se-

lection is represented by the so called discriminative

features (DF in the remainder), recently introduced by

Guo et al. [14]. The approach is very closely related to

LDC, but the learning scheme is slightly different. The

method determines, as a first step, a set of dominant co-

occurrence labels for each class in the training set; then

obtains the global set of dominant co-occurrence labels

through the union of the labels of each class. This way

it is ensured that any class in the training set is ade-

quately represented within the selected co-occurrences’

labels. Compared with the methods described in Secs.
4.1 and 4.2, the approach should in principle improve

the representation capability. On the other hand, a po-

tential drawback might be the higher number of re-

tained features, which in principle tends to increase as

the number of classes in the training set gets larger.

4.5 Combination of bag-of-features and global

co-occurrence statistics

This strategy consists of combining suitable statistical

descriptors computed from the co-occurrence distribu-

tion M̄d with the feature vector produced by the bag-of-

features model. The idea is to indirectly capture some

structural information while avoiding the burden of the

whole co-occurrences. Since there is no intrinsic order-

ing in patterns, the statistics used to this purpose need

to be invariant to permutations. Herein we used the

following five:

Energy:

s0 =

N−1∑
p=0

N−1∑
q=0

M̄d(p, q) (6)

Entropy:

s1 = − 1

2 log2(N)

N−1∑
p=0

N−1∑
q=0

M̄d(p, q) log2 M̄d(p, q) (7)

Normalized standard deviation:

s2 =

√
N4

(N2 − 1)3

N−1∑
p=0

N−1∑
q=0

√[
M̄d(p, q)− µ

]2
(8)

Range:

s3 = max
[
M̄d(p, q)

]
−min

[
M̄d(p, q)

]
(9)

Trace:

s4 =

N−1∑
p=0

M̄d(p, p) (10)

Another issue is the selection of a proper weight-

ing scheme to combine the bag-of-features with the co-

occurrence statistics. Since we used, in the experiments,

a distance-based classifier (1-NN, L2), we opted for a

weighting strategy that guarantees that the maximum

distance between any two points in the bag-of-feature

space is the same as the maximum distance between any

two points in the statistics’ space. For a given image,

let b = [b0, . . . , bN−1] the corresponding bag-of-feature

vector and s = [s0, . . . , s4] the corresponding statistics.

By definition, we have 0 ≤ si ≤ 1, ∀ i ∈ {0, . . . , S− 1},
and 0 ≤ bi ≤ 1, ∀ b ∈ {0, . . . , N − 1}, but with the

additional constraint that
∑N−1
b=0 bi = 1. Under these

constraints it is easy to see that the maximum distance

between any two bag-of-feature vectors is
√

2, whereas

the maximum distance between any two vectors of sta-

tistical descriptors is
√
S (S = 5, in this case). We

therefore apply a weighting factor β =
√

2/S to the

statistical descriptors to balance the contributions of

the two parts. The resulting feature vector can be ex-

pressed in the following way:

f = b||βs = [b0, . . . , bN−1, βs0, . . . , βsS−1] (11)

5 Experiments

The main objective of the experiments is to assess the

potential gain that we can obtain when switching from

the rotation invariant bag-of-features model to the ro-

tation invariant co-occurrence model. To this end we

carried out a supervised image classification task based

on six datasets.
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5.1 Bag-of-features and co-occurrence models

As a test-bed for the experiments, we used the LBP op-

erator in its simplest version. The baseline is therefore

represented by the performance of LBPri3×3 and LBPri8,1,

bag-of-features models. Both operators produce 36 fea-

tures [32]; the only one difference between the two is

that the first uses a square neighbourhood, the second

a circular (interpolated) one. The rotation invariant co-

occurrence model is based on LBP3×3. Since this oper-

ator produces 256 features, its co-occurrence version,

which we indicate as Crid (LBP3×3), returns 256 × 256

= 65536 features. We evaluated the performance of the

full-dimensional co-occurrence model, as well as that of

the different strategies for dimensionality reduction pre-

sented in Sec. 4. Co-occurrences have been computed

at distance values d = {1, 2, 3}. For calibration pur-

poses, we included the results obtained with RIC-LBP

(Ref. [31]).

5.2 Datasets

The experimental test-bed comprehends six different

datasets, each one containing hardware-rotated, sta-

tionary or nearly-stationary texture images. Rotation

by hardware is required to avoid the artefacts and the

consequently misleading results produced by software-

rotated images (see Ref. [10] for a discussion on this

topic). A summary list of their properties and the cor-

responding mosaics are reported in Tab. 2.

Dataset 1 contains a selection of 80 texture classes

from the ALOT database, a project developed and main-

tained within the Intelligent Systems Lab at the Uni-

versity of Amsterdam, Holland [6,1]. Dataset 2 is com-

posed of 13 texture classes from the Brodatz’s album.

The hardware-rotated digital images have been acquired

in our laboratory directly from the original reference [5].

Dataset 3 incorporates the entire Kylberg Sintorn Ro-

tation dataset, provided by the Centre for Image Anal-

ysis at the Uppsala University, Sweden [19]. Dataset 4

includes the 12 granite classes of MondialMarmi (ver-

sion 1.1), a granite image database for colour and tex-

ture analysis [3,27]. Dataset 5 includes a selection of 45

texture classes from Outex as detailed in Ref. [2]. Fi-

nally, dataset 6 presents a set of 20 texture classes ob-

tained from vectorial sources. To obtain rotated images

in raster format, we preliminarily rotated the vectorial

images, then raster-scanned the results.

5.3 Classification and accuracy estimation

We carried out supervised classification using two clas-

sification strategies: 1) nearest-neighbour (1-NN) rule

with L2 (Euclidean) distance and 2) Support Vector

Machines (SVM). The 1-NN is well-suited for compara-

tive purposes and has been used extensively for this task

[44,13,7,16], mainly on account of the absence of tuning

parameters, ease of implementation and low computa-

tional demand. The last feature is particularly useful

here, due to the high dimensionality of the methods in-

volved. For the very same reason we opted for an SVM

classifier with linear kernel. When number of features is

large – as in the problem herein studied – one may not

need to map data to a higher dimensional space and

using the linear kernel is good enough (see Ref. [15]

for a discussion on this topic). For fair play we used

the same penalty parameter C = 1 for all classifica-

tion problems. Our implementation of 1-NN and SVM

is based on PRTools [34], which in the case of SVM

wraps around LIBSVM [24].

Accuracy estimation is based on split-half valida-

tion with stratified sampling. For each dataset we gen-

erate a set of 100 classification problems by splitting the

dataset into two non-overlapping subsets, one for train-

ing and the other for validation. The stratified sampling

constraint ensures that, for each class, half the samples

are used for training and the other half for validation.

For a given problem, the classification accuracy is esti-

mated as the percentage of samples of the validation set

classified correctly. To evaluate the effect of image ro-

tation, we always train the classifier with non-rotated

images (φ = 0◦) and test it using images rotated by

φγ degrees, where γ is the index of one of the rotation

angles available in the dataset (for dataset one, for in-

stance, we have: φ0 = 0◦, φ1 = 60◦, φ2 = 120◦ and

φ3 = 180◦ – see Tab. 2). The accuracy for the γ-th

rotation angle can be expressed as follows:

aγ =
1

R

R∑
r=1

Wr,γ

Vr,γ
(12)

where R is the total number of problems (R = 100,

in this case); Vr,γ and Wr,γ respectively the number of

validation samples and of correctly classified samples in

the r-th problem. We also define the average accuracy

(µa) and the standard deviation (σa) over the set of

rotation angles in the following way:

µa =
1

Γ

Γ−1∑
γ=0

aγ (13)

σa =
1

Γ − 1

Γ−1∑
γ=0

√
(aγ − µa)

2
(14)
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Table 2 Summary list of the image datasets used in the experiments.

No. Rotation No. of Samples / Image Mosaic
angles classes class res.

1 0◦, 60◦, 120◦, 180◦ 80 16 181 × 181

2
0◦, 10◦, 20◦, 30◦,
40◦, 50◦, 60◦, 70◦,
80◦, 90◦

13 16 205 × 205

3
0◦, 40◦, 80◦, 120◦,
160◦, 200◦, 240◦,
280◦, 320◦

25 16 512 × 512

4
0◦, 5◦, 10◦, 15◦, 30◦,
45◦, 60◦, 75◦, 90◦

12 16 272 × 272

5
0◦, 5◦, 10◦, 15◦, 30◦,
45◦, 60◦, 75◦, 90◦

45 20 128 × 128

6
0◦, 10◦, 20◦, 30◦,
40◦, 50◦, 60◦, 70◦,
80◦, 90◦

20 16 225 × 225

where Γ is the number of rotation angles in a given

image dataset.

5.4 Reproducible research

For reproducible research purposes, all the data needed

to replicate the results reported in Tables 3 and 4 (i.e.:

source code, images and subdivisions into train and val-

idation sets) are available online [36].

6 Results

The overall results of the experiments are summarised

in Tables 3 and 4. For each combination texture de-

scriptor + feature selection method, the table reports

the results in the form µa ± σa (see Eqs. 13–14).

6.1 Bag-of-features vs. co-occurrences

The results show that switching from the bag-of-feature

model (i.e.: LBP3×3 and LBPri8,1) to co-occurrences may

appreciably improve discrimination accuracy in most

cases, but the trend is not peremptory. With the 1-NN

classifier we observed, in four of the six image datasets

included in this study – i.e: datasets no. one, three, four

and five, an increase in classification accuracy of +12.4,

+3.5, +10.3 and +12.3 percentage points, respectively.

In dataset two, however, the difference is rather limited

(+1.4), whereas in dataset six we even experience a

marked decline (-5.1 percentage points). SVM returned

very similar results: an increase of +12.7, +4.9, +13.4

and +8.5 percentage points with datasets one, three,

four and five; a moderate increase of +3.2 with dataset

two; a decrease of -4.1 percentage points with dataset

six. Bag-of-features and co-occurrences give comparable

results in terms of σa, which indicates that the two

models are equally robust against rotation. No clear

trend emerges as for the effect of parameter d.

6.2 Effects of dimensionality reduction

Tab. 5 reports, for each dataset, the average number of

features retained by each of the strategies presented in

Secs. 4.1–4.5. We notice that all the approaches provide

significant dimensionality reduction from the baseline of

256 × 256 = 65536 features. On average, HVC tends to
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Table 3 Overall results (1-NN).

Texture Feature Dataset
descriptor selection 1 2 3 4 5 6

Bag-of-features (baseline)
LBPri8,1 NONE 70.7 ± 3.7 85.0 ± 7.5 91.7 ± 3.3 83.0 ± 2.0 74.4 ± 1.0 72.4 ± 5.6
LBPri3×3 NONE 74.8 ± 3.3 87.5 ± 5.8 91.3 ± 2.8 85.6 ± 2.0 76.1 ± 1.2 74.7 ± 5.1

Co-occurrences
Cri1 (LBP3×3) NONE 84.4 ± 3.1 87.6 ± 6.4 95.2 ± 3.2 95.0 ± 1.6 86.1 ± 0.7 63.0 ± 5.5
Cri2 (LBP3×3) NONE 85.7 ± 3.1 88.4 ± 7.0 94.9 ± 3.3 95.9 ± 1.8 88.4 ± 1.8 65.3 ± 5.5
Cri3 (LBP3×3) NONE 87.2 ± 2.9 88.7 ± 7.8 94.4 ± 3.0 95.8 ± 1.8 87.2 ± 3.2 67.2 ± 5.2
Cri1 (LBP3×3) DC 69.2 ± 4.9 81.7 ± 6.9 85.9 ± 5.2 89.4 ± 0.7 76.8 ± 2.9 56.6 ± 3.6
Cri2 (LBP3×3) DC 65.5 ± 4.3 80.0 ± 8.6 82.3 ± 6.7 84.1 ± 1.7 72.5 ± 2.8 57.6 ± 5.1
Cri3 (LBP3×3) DC 63.8 ± 5.0 74.6 ± 10.8 79.9 ± 7.3 81.8 ± 3.3 64.7 ± 3.0 58.5 ± 5.2
Cri1 (LBP3×3) LDC 84.3 ± 3.1 87.6 ± 6.4 95.1 ± 3.2 94.9 ± 1.5 86.1 ± 0.7 57.4 ± 4.2
Cri2 (LBP3×3) LDC 85.7 ± 3.0 88.5 ± 7.0 94.9 ± 3.3 95.9 ± 1.7 88.4 ± 1.8 59.5 ± 5.3
Cri3 (LBP3×3) LDC 87.1 ± 2.8 88.9 ± 7.5 94.4 ± 3.0 95.8 ± 1.8 87.2 ± 3.2 62.0 ± 5.6
Cri1 (LBP3×3) HVC 84.4 ± 3.1 87.6 ± 6.4 95.1 ± 3.2 95.0 ± 1.5 86.1 ± 0.7 62.4 ± 5.7
Cri2 (LBP3×3) HVC 85.7 ± 3.0 88.4 ± 7.0 94.9 ± 3.3 95.9 ± 1.7 88.4 ± 1.8 65.0 ± 5.5
Cri3 (LBP3×3) HVC 87.2 ± 2.9 88.7 ± 7.8 94.4 ± 3.0 95.8 ± 1.9 87.2 ± 3.2 67.1 ± 5.2
Cri1 (LBP3×3) DF 84.4 ± 3.1 87.6 ± 6.4 95.2 ± 3.2 94.9 ± 1.6 86.1 ± 0.7 61.3 ± 5.7
Cri2 (LBP3×3) DF 85.7 ± 3.0 88.4 ± 7.0 94.9 ± 3.3 95.9 ± 1.7 88.4 ± 1.9 65.0 ± 5.5
Cri3 (LBP3×3) DF 87.1 ± 2.8 88.7 ± 7.8 94.4 ± 3.0 95.8 ± 1.8 87.2 ± 3.2 67.1 ± 5.2

Bag of features + global co-occurrence statistics
LBPri3×3 + Statsd=1 NONE 75.4 ± 3.4 88.0 ± 5.5 91.5 ± 3.2 86.8 ± 2.1 77.1 ± 1.2 69.6 ± 5.5
LBPri3×3 + Statsd=2 NONE 77.1 ± 3.1 88.6 ± 5.0 90.8 ± 3.3 86.8 ± 2.1 77.8 ± 1.1 69.5 ± 5.4
LBPri3×3 + Statsd=3 NONE 77.3 ± 3.2 88.9 ± 4.9 91.0 ± 3.2 86.0 ± 2.1 77.1 ± 1.2 68.8 ± 5.4

Max. increment 12.4 1.4 3.5 10.3 12.3 -5.1

Other methods (Ref. [31])
RIC-LBPd=1 NONE 79.7 ± 2.4 91.6 ± 3.3 94.0 ± 3.7 91.3 ± 1.5 84.0 ± 1.1 72.8 ± 5.6
RIC-LBPd=2 NONE 84.4 ± 2.0 90.9 ± 5.3 94.4 ± 3.6 92.3 ± 1.3 85.5 ± 2.0 75.3 ± 4.4
RIC-LBPd=3 NONE 86.8 ± 2.3 91.4 ± 6.0 95.2 ± 3.6 94.8 ± 0.8 86.3 ± 2.1 74.8 ± 4.5

retain a higher number of features than the other meth-

ods, followed by DF and DC/LDC. Fig. 5 shows the av-

erage classification accuracy (over the three values of d)

of the full co-occurrence model and of each feature re-

duction scheme (i.e.: DC, LDC, HVC and DF) obtained

with the 1-NN and SVM classifiers. With the former we

observe that LDC, HVC and DF virtually give the same

accuracy as the original full-features model. By con-

trast, DC yields significantly worse accuracy, suggest-

ing that discarding co-occurrences’ labels has negative

effects on classification. With the latter similar conclu-

sions apply to DC, LDC and DF; moreover, it is worth

noticing the remarkable performance of HVC, which in

some cases even produces a slight increase in the ac-

curacy with respect to the full-dimensional model (see

Fig. 5 – right). Finally, it seems that combining bag-of-

features and co-occurrence statistics can only provide a

very slight improvement on the bag-of-features model.

7 Discussion

Related literature has consistently reported significant

improvement in classification accuracy when switch-

ing from bag-of-features to co-occurrences [31,30,45,

38,35]. Herein we found rather different results: as we

mentioned in Sec. 6.1, co-occurrences work pretty well

in most datasets, but not in all datasets.

Our claim is that the higher the association be-

tween the two patterns, the lower the gain we should

expect when switching from the bag-of-features model

to the co-occurrence model. To clarify this concept, let

us think of matrix M̄d (see Eq. 4) as a contingency

table. Contingency tables are commonly used to study

the behaviour of populations cross-classified with re-

spect to two or more sets of categorical attributes (also

called polytomies – see Ref. [12]), and in particular to

establish the degree of association between them. In A

we briefly recall the basics of contingency tables and re-

port the definition of three measures of association that

are used here: Cramer’s V , Goodman’s λ and Theil’s U .

All these measures take value between 0 and 1, where

zero means ‘independence’ and one ‘complete associ-
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Table 4 Overall results (SVM).

Texture Feature Dataset
descriptor selection 1 2 3 4 5 6

Bag-of-features (baseline)
LBPri8,1 NONE 52.9 ± 3.7 75.6 ± 7.6 84.0 ± 4.5 73.7 ± 1.4 67.1 ± 0.7 53.4 ± 3.4
LBPri3×3 NONE 56.9 ± 3.7 79.8 ± 5.9 82.0 ± 4.4 75.0 ± 1.7 69.5 ± 1.0 55.9 ± 3.4

Co-occurrences
Cri1 (LBP3×3) NONE 66.9 ± 3.3 81.4 ± 6.8 88.9 ± 4.5 87.5 ± 1.8 77.4 ± 1.5 49.6 ± 0.9
Cri2 (LBP3×3) NONE 58.0 ± 2.4 76.4 ± 3.9 83.9 ± 4.9 82.1 ± 1.4 72.3 ± 1.3 51.8 ± 1.8
Cri3 (LBP3×3) NONE 69.6 ± 3.0 82.9 ± 6.8 88.5 ± 4.9 88.4 ± 1.9 76.4 ± 3.0 49.9 ± 1.1
Cri1 (LBP3×3) DC 43.7 ± 2.7 68.3 ± 6.5 70.7 ± 8.6 73.5 ± 1.0 56.6 ± 2.0 47.0 ± 0.5
Cri2 (LBP3×3) DC 47.7 ± 2.3 69.8 ± 4.5 77.6 ± 6.2 77.6 ± 1.9 66.8 ± 2.5 42.4 ± 2.1
Cri3 (LBP3×3) DC 42.8 ± 3.3 64.4 ± 9.0 69.0 ± 9.4 74.4 ± 2.1 52.3 ± 2.3 46.8 ± 0.6
Cri1 (LBP3×3) LDC 66.8 ± 3.3 81.4 ± 6.8 88.8 ± 4.5 87.4 ± 1.8 77.4 ± 1.5 47.7 ± 0.6
Cri2 (LBP3×3) LDC 56.8 ± 2.4 75.5 ± 4.1 83.1 ± 5.0 81.4 ± 1.4 71.8 ± 1.4 43.1 ± 2.0
Cri3 (LBP3×3) LDC 69.5 ± 3.0 83.0 ± 6.8 88.5 ± 4.9 88.3 ± 1.9 76.4 ± 3.0 47.7 ± 0.8
Cri1 (LBP3×3) HVC 65.1 ± 3.5 79.2 ± 6.7 86.9 ± 4.2 86.3 ± 2.1 78.1 ± 0.7 47.8 ± 0.8
Cri2 (LBP3×3) HVC 66.9 ± 3.3 81.4 ± 6.8 88.8 ± 4.5 87.5 ± 1.8 77.4 ± 1.5 49.5 ± 0.9
Cri3 (LBP3×3) HVC 69.5 ± 3.0 82.9 ± 6.8 88.5 ± 4.9 88.4 ± 1.9 76.4 ± 3.0 49.8 ± 1.1
Cri1 (LBP3×3) DF 66.9 ± 3.3 81.4 ± 6.8 88.8 ± 4.5 87.4 ± 1.8 77.4 ± 1.5 49.4 ± 0.9
Cri2 (LBP3×3) DF 57.5 ± 2.4 75.8 ± 4.1 83.7 ± 4.9 81.7 ± 1.4 72.1 ± 1.3 49.7 ± 1.9
Cri3 (LBP3×3) DF 69.5 ± 3.0 82.9 ± 6.8 88.5 ± 4.9 88.3 ± 1.9 76.4 ± 3.0 49.8 ± 1.1

Bag of features + global co-occurrence statistics
LBPri3×3 + Statsd=1 NONE 55.7 ± 3.6 79.5 ± 5.5 81.4 ± 4.5 75.1 ± 1.7 69.9 ± 1.0 51.3 ± 2.1
LBPri3×3 + Statsd=2 NONE 57.3 ± 3.5 80.5 ± 5.1 81.5 ± 4.6 75.3 ± 1.6 70.3 ± 1.0 51.3 ± 1.5
LBPri3×3 + Statsd=3 NONE 65.1 ± 3.5 79.3 ± 6.6 87.0 ± 4.1 86.2 ± 2.1 78.1 ± 0.7 47.9 ± 0.8

Max. increment 12.7 3.2 4.9 13.4 8.5 -4.1

Other methods (Ref. [31])
RIC-LBPd=1 NONE 62.9 ± 2.0 79.4 ± 5.4 86.1 ± 5.1 83.5 ± 1.3 73.6 ± 2.2 55.9 ± 1.0
RIC-LBPd=2 NONE 68.8 ± 2.1 85.8 ± 4.0 89.7 ± 4.4 86.8 ± 0.7 74.6 ± 2.7 54.4 ± 1.3
RIC-LBPd=3 NONE 68.8 ± 2.1 85.8 ± 4.0 89.7 ± 4.4 86.8 ± 0.7 74.6 ± 2.7 54.4 ± 1.3

Table 5 Average number of features used for classification.

Texture Feature Dataset
descriptor selection 1 2 3 4 5 6

Cri1 (LBP3×3) DC, LDC 2212 632 1951 2134 2056 13
Cri2 (LBP3×3) DC, LDC 4987 1473 4546 5118 4525 20
Cri3 (LBP3×3) DC, LDC 5713 1938 5372 5970 5323 23
Cri1 (LBP3×3) HVC 4530 1491 2593 3276 5428 225
Cri2 (LBP3×3) HVC 12179 3225 6005 10604 13997 295
Cri3 (LBP3×3) HVC 13847 4098 6811 12736 15703 284
Cri1 (LBP3×3) DF 3886 1043 3598 2372 3203 181
Cri2 (LBP3×3) DF 7585 2333 8239 5126 5513 293
Cri3 (LBP3×3) DF 8013 3027 9425 5453 5832 333
LBPri3×3 + Stats None 41 41 41 41 41 41
RIC-LBPd={1,2,3} None 136 136 136 136 136 136

ation’. When applied to co-occurrences of patterns, a

value close to zero means weak association between the

two patterns of a pair; a value close to one means strong

association. More specifically, Cramer’s V is related to

the concept of independence in a bivariate distribution:

in this context it tells us the extent to which we can con-

sider the co-occurrence distribution as the product of

two independent bag-of-feature models. Goodman’s λ is

a measure based on optimal prediction: it estimates how

easily we can infer the label of one of the two patterns

of a pair when we know the other’s. Finally, Theil’s U

is a measure of the cross-information conveyed by one

of the two patterns of a pair about the other and vice-

versa. We have estimated the mean value of V , λ and

U for all the datasets considered in the experiments by

averaging the value for each image in the dataset, each
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1-NN SVM
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Fig. 5 Efficiency of the feature reduction schemes – average results of Crid (LBP3×3) for d = {1, 2, 3}.

angle and each distance d. The results are reported in

Tab. 6.

Table 6 Average measures of association for each dataset.

Measure
Dataset

1 2 3 4 5 6

Cramer’s V 0,079 0,104 0,074 0,071 0,088 0,142
Goodman’s λ 0,059 0,158 0,069 0,043 0,053 0,110
Theil’s U 0,136 0,207 0,131 0,118 0,146 0,263

We notice that the measures of association are ap-

preciably higher in datasets two and six; namely those

datasets for which the worst (and even negative) is the

gain we obtain when switching from bag-of-features to

the co-occurrence model. It appears that the easier it

is to infer the label of a patterns from that of the other

pattern, the less the improvement we can obtain. Like-

wise, reversing the reasoning and thinking in terms of

information, we could say that the higher the surprise

of seeing the label of one of the two patterns given

the other’s, the higher the improvement we may expect

from the co-occurrence model.

The question arises whether there is a perceptual

correlate to the class of textures for which co-occurrences

do or do not improve on the bag-of-features model. In

our view, no significant difference can be appreciated

between the images of datasets one to five. On the other

hand, images of dataset six look significantly different

from the others: these are composed of artificial tex-

tures – as contrasted with those of datasets one to five,

which are natural. Remarkably, two things happen with

dataset six: 1) the number of retained features after any

of the selection processes considered in the paper is sig-

nificantly lower than in any other dataset; 2) the use

of co-occurrences worsen the classification accuracy. It

therefore seems there is, at least for dataset six, a per-

ceptual correlation between the outcome and the image

appearance. It is nonetheless difficult, at present, to ex-

tend this observation into a general statement.

8 Conclusions and future work

In this work we have described a general framework for

rotation invariant co-occurrences of patterns for tex-

ture classification. We have also discussed five differ-

ent strategies for reducing the high dimensionality of

this model. Through a set of classification experiments

we have evaluated the potential advantages that co-

occurrences can provide in comparison with the bag-of-

features approach. Our results show that co-occurrences

remarkably improve classification accuracy in most cases,

but in others the gain is negligible, or even negative. In

our opinion this result is most probably related to the

degree of association between the patterns that com-

pose a pair, and, in particular, that a high degree of

association correlates with poorer outcome.

Of the five strategies for dimensionality reduction,

LDC and DF proved capable of reducing the overall

number of features by approximately one order of mag-

nitude – and even more in some datasets – with practi-

cally no accuracy loss. HVC performs at least as well,

and in some cases even gives better accuracy than the

full-dimensional model, but retains a higher number of

features than the other reduction schemes. DC gave the
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worst results in terms of classification accuracy. Con-

catenation of bag-of-features and co-occurrence statis-

tics showed that the increment attainable with this

method is limited.

In summary, the experimental results show that co-

occurrences can, in many cases, improve the bag-of-

feature model, but in other cases the improvement is

limited or even negative. The number of features can be

significantly reduced from the full-dimensional model,

yet it might remain too high for some practical appli-

cations. Theoretically, this number could be further re-

duced by adjusting the 80% rule (see Sec. 4.1) to the

specific application needs. These considerations suggest

that, in any case, the use of co-occurrences of patterns

in practical applications should be considered with care,

and the benefit versus the bag-of-features alone care-

fully evaluated.

It is worth recalling, as a final remark, that we fo-

cussed the present paper on the analysis of images con-

taining stationary textures. An extension of this study

to non-stationary textures, for scene gist or crude ob-

ject categorization – for instance, could be an inter-

esting subject for future work. We cannot in principle

exclude that things could be different in that case.
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A Contingency tables and measures of

association

Given a population and two sets of unordered, categorical
attributes (polytomies) A = {A0, A1, . . . , Aα−1} and B =
{B0, B1, . . . , Bβ−1} a contingency table is an α×β matrix of
which each (ρa, ρb) entry (a ∈ {0, . . . , α− 1}; b ∈ {0, . . . , β−
1}), reports the fraction of the population that is classified as
both Aa and Bb [12]. The degree of association between the
attributes can be estimated through a number of parameters,
some of which are breifly recalled here below.

A.1 Pearson’s chi-squared coefficient and Cramér’s V

A traditional measure of association is Pearson’s chi-squared
coefficient, which estimates the bias of cross-classification from
statistical independence [26]. For a population of ν members
it is defined as follows:

χ2 = ν

α−1∑
a=0

β−1∑
b=0

(ρab − ρa·ρ·b)2

ρa·ρ·b
(15)

where ρa· and ρ·b are the proportions of the population clas-
sified as Aa and Bb, respectively.

A normalized version of Pearson’s χ2 is Cramér’s V , which
takes value between 0 and 1 (where 0 means ‘independence’
and 1 ‘complete association’) and is defined as follows:

V =

√
χ2

ν [max (α− 1, β − 1)]
(16)

A.2 Goodman’s λ

Suppose a situation in which we had to guess the B-class
(or the A-class) of an individual chosen at random from the
population and were given: 1) no further information about
the individual, or 2) its A class (or its B class). Goodman’s
λ estimates the relative decrease in the error probability that
we experience when switching from case 1) to case 2):

λ =

1
2

(∑α−1

a=0
ρam +

∑β−1

b=0
ρbm − ρ·m − ρm·

)
1− 1

2
(ρ·m + ρm·)

(17)

where

ρ·m =
max

b
(ρ·b) , ρam =

max

b
(ρab) (18)

ρm· =
max

a
(ρ·a) , ρmb =

max

a
(ρab) (19)

A.3 Theil’s U

The last measure of association considered here is based on
the concept of cross-information and was discussed by Theil
[43]. It considers on the amount of information conveyed about
A by B and vice-versa. This is properly scaled to give a value
between 0 and 1. In formulas:

U2 =
2I

H(A) +H(B)
(20)

where

I =

α−1∑
a=0

β−1∑
b=0

(ρab) log

(
ρab

ρa·ρ·b

)
(21)

H(A) = −
α−1∑
a=0

(ρa·) log (ρa·) (22)

H(B) = −
β−1∑
b=0

(ρ·b) log (ρ·b) (23)
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