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Colour texture classification has been an area of intensive research activity. From the very onset, approaches to combining colour and texture have been the subject of much discussion, and, in particular, whether they should be considered joint or separately. In this paper we present a comprehensive comparison of the most prominent approaches both from a theoretical and experimental standpoint. The main contributions of the manuscript are: 1) the establishment of a generic and extensible framework to classify methods for colour texture classification on a mathematical basis, and, 2) a theoretical and experimental comparison of the most salient existing methods. Starting from an extensive set of experiments based on the Outex dataset we highlight those texture descriptors which provide good accuracy along with low dimensionality. The results suggest that separate colour and texture processing is the best practice when one seeks for optimal compromise between accuracy and limited number of features. We believe that the paper may serve as a guide for those who need to choose the appropriate method for a specific application, as well as a basis for the development of new methods.
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I. INTRODUCTION

Texture analysis has emerged as one of the most prominent topics in computer vision. Since the pioneering work of Haralick [25], Julesz [33], and Daugman [15], which date back to the mid 70’s and early 80’s, numerous solutions have been proposed. This large set of methods has been recently referred to as a “galaxy of texture features” [96]. Originally texture analysis was performed on grayscale images, thus discarding colour information. In the mid 90’s various authors started incorporating colour data into texture analysis. That this can improve classification accuracy – at least under steady illumination conditions – has been put in evidence by various authors, most remarkably by Drimbarean and Whelan [17] and, later on, by Määnpää and Pietikäinen [59]. It has long been debated, however, about which is the best method to combine colour and texture, and, in particular, whether they should be considered jointly or separately [17, 59]. Recent advances in psychophysiology have brought up interesting ideas on this debate. Experiments conducted by Cant et al. [10] showed that the form of objects and their surface properties (colour + texture) are processed independently in the brain. Moreover colour and texture seem to be processed independently too, since people who participated in the experiment were shown to be able to ignore colour while making texture classifications and vice versa. These results seem to be corroborated by the work of Cavina-Pratesi et al. [12], where they show that colour and texture are processed in different zones of the medial occipitotemporal cortex.

Within texture analysis, classification is concerned with the problem of assigning a sample image to one of a set of known texture classes [25]. This plays an important role in a very ample range of applications. In industry a common use is related to sorting products into lots of similar visual appearance [19, 38, 51], a problem usually referred to as surface grading. Medicine is another field where classification comes into its own: breast [55] and skin [97] cancer detection, histopathological image analysis [78], classification of endoscopic images [35, 48] and detection of haematological malignancies [86] are just some examples of possible applications. Other fields of
The combination of colour and texture for image classification has been dealt with in several ways, but has so far been lacking a general and comprehensive framework to classify the different methods on a mathematical basis, with the exception of the work of Palm [69], of which we shall discuss in Section II. In this paper we present a theoretical and experimental comparison of these methods that aims at: 1) defining a classification scheme (taxonomy) based on a firm mathematical foundation; 2) guiding scientists and practitioners in choosing the appropriate method for specific applications; 3) giving a base for the development of new methods.

A review of the literature shows that various authors have approached colour texture classification focusing on different aspects of the problem. Drimbarean and Wheelan [17] examined two alternatives to extract colour texture features: parallel processing of each colour channel, and disjoint processing of colour and texture through previous separation of luminance from chrominance. In both cases their results show that the use of colour improves classification accuracy. The texture descriptors included in the experiments are Discrete Cosine Transform, Gabor filters and co-occurrence matrices.

Määnpää and Pietikäinen [59] compared sets of colour indexing methods, grayscale methods and colour texture methods both in static and variable illumination conditions. The results confirm the findings in [17], but only under static illumination conditions. Moreover they show that colour texture descriptors are outperformed by either colour or grayscale texture alone, and thus casting doubts on the use of joint colour texture descriptors in general.

Iakovidis et al. [30] comparatively evaluated the performance of four methods for colour texture classification, namely: Opponent Colour Local Binary Patterns; chromaticity moments; wavelet correlation signatures and wavelet covariance features. Their results show that, in general, colour improves texture classification, even if, in some cases, grayscale features alone can give comparable results as well.

Kurnyshev et al. [42, 43] evaluated three custom strategies to combine textural and colour information at classification level. In all approaches textural data are extracted from the luminance plane, whereas colour features are computed from the chrominance plane. The experiments, limited to the Coordinated Cluster Representation, show that the three strategies perform the same in colour texture classification, suggesting that the approach of treating texture and color feature separately produces more or less the same results, no matter the way we combine them.

In this paper we wish to approach the problem from a different direction. As a first step we define, on a mathematical basis, a taxonomy for classifying colour texture descriptors (Section II). Subsequently we discuss some of the most prominent approaches and define them within the taxonomy (Section III). Then we present a comparative experiment based on a standard colour texture dataset (Section IV). Finally we discuss the results of the experiments (Section V) and report some concluding considerations (Section VI).

II. COLOUR TEXTURE CLASSIFICATION: A TAXONOMY

The classification scheme proposed by Palm [69] defines three groups: parallel, sequential and integrative. In the parallel approach colour and texture are handled separately; in the sequential approach the colours are processed to produce a single channel image which can then be analysed by conventional texture approaches. The integrative systems attempt to process colour and texture jointly either as a single or as multiple channels. While this taxonomy provides a useful conceptual framework, it would benefit from some new definitions which we now propose. We start with the definition of colour texture function.

Definition 1 A colour texture function (CTF) is a function \( F \) which maps a set of vectors \( \mathbf{v}_i \) into a vector \( \mathbf{f} \):

\[
\mathbf{f} = F(\mathbf{v}_1, \cdots, \mathbf{v}_i, \cdots, \mathbf{v}_N)
\]

where:

\[
\mathbf{v}_i = (c_1, \cdots, c_K, x_1, \cdots, x_D)
\]

In the pattern recognition jargon \( \mathbf{f} \) is usually referred to as the feature vector [77]. In Eq. 2 \( \{c_1, \cdots, c_K\} \) denote the spectral coordinates and \( \{x_1, \cdots, x_D\} \) the spatial coordinates. They represent the energy content in each spectral band and the position of each vector in a Euclidean space respectively. Consequently \( K \) is the dimension of the spectral domain and \( D \) that of the spatial domain. In this paper we limit our comparative review to \( K = 3 \) and \( D = 2 \), which correspond to the domain of standard colour images. Hence (2) becomes:

\[
\mathbf{v}_i = (c_1, c_2, c_3, x_1, x_2)
\]

We can now give the definition of a colour texture descriptor.

Definition 2 A colour texture descriptor (CTD) is a non-empty set of colour texture functions.

It is also useful to define, in this framework, a colour image:
Definition 3  A colour image is a finite set of vectors as they are defined in (3):

\[ I = \{v_1, \ldots, v_i, \ldots, v_N\} \]  

We normally refer to the vectors \( v_i \) as pixels. The above expression can be conveniently unfolded and written in the following equivalent form:

\[
I = \begin{bmatrix}
    c_{11} & c_{21} & c_{31} & x_{11} & x_{21} \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    c_{1i} & c_{2i} & c_{3i} & x_{1i} & x_{2i} \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    c_{1N} & c_{2N} & c_{3N} & x_{1N} & x_{2N}
\end{bmatrix}
\]  

Different approaches to colour texture analysis can be classified according to the the form assumed by the function \( F \). In the remainder of this section, to simplify the notation, we drop the unnecessary dependence on the index \( i \), so that the above expression becomes:

\[ f = F(c_1, c_2, c_3, x_1, x_2) \]  

with the convention that \((c_1, c_2, c_3, x_1, x_2)\) represents a set of vectors in the five-dimensional spectral-spatial space.

In the following subsections we define two taxonomies: one for colour texture functions and the other for colour texture descriptors. The former is based on inheritance and serves as a basis for the latter, which is based on composition. We recall that inheritance implements an “is a” relation (for instance: a Car has an Engine). To this we add that a particular form of inheritance called restriction inheritance (or inheritance by restriction) is used herein [61]. This means that the sub-class is obtained by imposing some constraints on the variable part of the super-class (e.g: a sub-class Circle can be derived by a super-class Ellipse by imposing that the two axes of the ellipse are equal). Through this taxonomy we define a set of classes that makes it possible to consider the methods proposed in literature as instances of these classes. Each class is uniquely identified through a label of the following type: \(<\text{namespace}>::\text{<class_name>},\>\) where \(<\text{namespace}>\) can be either \text{CTF} for colour texture functions or \text{CTD} for colour texture descriptors, and \text{<class_name>} is an acronym descriptive of the class.

A. Taxonomy of colour texture functions

This taxonomy is organized in a hierarchical way. As mentioned in the preceding section, the sub-classes are derived from the parent classes through restriction inheritance. In this specific case the sub-classes are characterized through certain constraints about the form that the function \( F \) can assume. So, whereas in the base class the form of the function \( F \) is as generic as possible, in the derived classes it is more and more specific as subclassing goes on. An important feature of such a structure, is that, being based on inheritance, it can be easily extended in the future. The taxonomy is illustrated in Figure 1, where we adopted the standard UML specification [85] to represent the classes. This convention is maintained throughout the entire paper. The base class \text{CTF:ColourTextureFunction} represents a generic function of the type in (6) without any restriction about the form of \( F \).
1. Inter-channel (CTF:InterChannel)

Inter-channel colour texture functions depend on the spatial coordinates and on a pair of spectral coordinates. The characteristic function of this class can be expressed as follows:

\[ f = F(c_h, c_k, x_1, x_2) \]  \hspace{1cm} (7)

for \( h, k \in \{1, \cdots, 3\}, h \neq k \)

Intra-channel (CTF:IntraChannel) Intra-channel colour texture functions depend on the spatial coordinates and on one spectral coordinate only. They have the following form:

\[ f = F(c_h, x_1, x_2) \]  \hspace{1cm} (8)

for \( h \in \{1, \cdots, 3\} \). Therefore this class inherits from CTF:InterChannel with the additional constraint that only one spectral coordinate is retained.

2. Single channel conversion (CTF:SingleChannelConversion)

The colour texture function characteristic of this class is:

\[ f = F(s, x_1, x_2) ; \]  \hspace{1cm} (9)

where:

\[ s = S(c_1, c_2, c_3) \]  \hspace{1cm} (10)

being \( S \) a scalar-valued function.

The above equations put in evidence that the methods of this class evaluate the contribution of the spectral coordinates by means of an intermediate function \( S \). The most common implementations of \( S \) are grayscale conversion and colour quantization (colour indexing). We refer to these approaches as CTF:Grayscale and CTF:ColourIndexing respectively. For related formulas and algorithms the interested reader is referred to references [23, 84]. It is worth mentioning that, in the case of colour indexing, for the method to be applied in classification, it is mandatory that the same color be labeled the same way in different images.

3. Purely spectral (CTF:PurelySpectral)

In this class the colour texture function has the following form:

\[ f = F(c_1, c_2, c_3) \]  \hspace{1cm} (11)

In practice, with respect to (6), we have dropped the dependence on the spatial dimensions \( x_1 \) and \( x_2 \). Therefore the methods of this class rely on the colour content of the image only, irrespective of the relative spatial distribution. As a consequence they are invariant to any spatial redistribution of the image. In most cases the function \( F \) is related to the statistical distribution of the spectral content. If we marginalize the function in (11) we obtain two sub-classes, depending on the number of coordinates that we retain: CTF:Marginalization2D, and CTF:Marginalization1D.

Marginalization / 2D (CTF:Marginalization2D) This group inherits from CTF:PurelySpectral with the additional constraint that only two spectral coordinates are considered. Therefore the colour texture function can be expressed as follows:

\[ f = F(c_h, c_k) \]  \hspace{1cm} (12)

for \( h, k \in \{1, \cdots, 3\}, h \neq k \)

Marginalization / 1D (CTF:Marginalization1D) This group inherits from CTF:Marginalization2D with the further constraint that only one spectral coordinate is considered. The colour texture function takes the following form:

\[ f = F(c_h) \]  \hspace{1cm} (13)

for \( h \in \{1, \cdots, 3\} \).

B. Taxonomy of colour texture descriptors

According to Definition 2, colour texture descriptors are obtained through composition of colour texture functions. The base class CTD:ColourTextureDescriptor is a composition of instances of CTF:ColourTextureFunction, and therefore represents a generic approach to colour texture description (Figure 2a). The other classes of this taxonomy, that we detail in the remainder of this section, include most of the methods described in literature.

1. Purely spectral (CTD:PurelySpectral)

Purely spectral colour texture descriptors are obtained through composition of one or more purely spectral colour texture functions (Figure 2b). From this class it is convenient to derive two subclasses: CTD:PurelySpectralMarginalization2D and CTD:PurelySpectralMarginalization1D. The corresponding diagrams are depicted in Figures 2c and 2d.
The methods of this class are obtained through composition of one or more instances of CTF:InterChannel. The general diagram is shown in Figure 2e. Due to the large number of existing methods, it is convenient to further differentiate between intra-channel and inter- and intra-channel methods, which correspond to the two classes described here below.

3. Spectral marginalization / intra-channel
   (CTD:SpectralMarginalizationIntraChannel)

   The methods of this class are obtained through composition of one or more instances of CTF:IntraChannel, as shown in Figure 2f.

4. Spectral marginalization / intra and inter-channel
   (CTD:SpectralMarginalizationIntraAndInterChannel)

   The methods of this class are obtained through composition of one or more instances of CTF:IntraChannel and one or more instances of more instances of CTF:InterChannel (Figure 2g).

5. Disjoint spectral and grayscale
   (CTD:DisjointSpectralAndGrayscale)

   The instances of this class are usually identified with the expressions “texture and colour features separately” [59] or “parallel” methods, in Palm’s classification scheme [69]. They are the result of the composition of instances of CTF:PurelySpectral and CTF:Grayscale, as shown in Figure 2h.

6. Colour indexing (CTD:ColourIndexing)

   Colour indexing texture descriptors are obtained through composition of one or more instances of CTF:ColourIndexing (Figure 2i). In Palm’s classification scheme [69] these methods are referred to as “sequential”.
Grayscale texture descriptors are obtained through composition of one or more instances of CTF:Grayscale (Figure 2j). They represent the classic grayscale methods for texture analysis.

III. METHODS FOR COLOUR TEXTURE CLASSIFICATION

In this section we recall the most prominent approaches to colour texture classification and assign each of them to the corresponding places within the taxonomy introduced in the previous section. As a preliminary step we wish to discuss the inclusion/exclusion criteria that we used to select the methods considered in this paper.

- First criterion: colour. We include only methods that consider colour in a ‘strict’ sense, therefore we discard classic grayscale approaches (class CTD:Grayscale). The interested reader is referred to references [5, 13, 49, 76, 79, 82, 89] for comparisons and reviews on these methods. Our investigation is also limited to three-channel colour images, consequently multispectral approaches are not considered here.

- Second criterion: application in classification. We consider only methods that can be applied to image classification. This means that features extracted from different images need to be comparable with each other. Indeed many methods exist for colour texture segmentation; in most cases, however, the domain of the colour texture features is limited to the segmented image. As a consequence such methods are not applicable to classification, and therefore they are not considered herein. Up-to-date reviews and comparisons on these methods can be found in references [16, 31, 63, 67, 93, 95].

- Third criterion: rotation invariance. Robustness against rotation plays an important role in many applications, since real-world textures can occur, in principle, at any orientation. Based on this consideration we consider only methods that are either intrinsically rotationally-invariant or can easily be converted into rotationally-invariant forms. There are, actually, some notable methods (e.g: multivariate image analysis [50], image tower approach [62]) that we did not include in the comparison since the extension of them to rotationally-invariant versions, assuming that it is possible, is not straightforward.

The following sections are organized in compliance with the taxonomy given in Section II.B. Each section corresponds to a class, and for each class we describe, in separate paragraphs, one or more methods that represent instances of that class.
**Tex-Mex colour features**  Tex-Mex colour features are based on a morphological operator called sieve. The grayscale sieve, originally developed by Bangham et al. [3], operates in two steps: 1) identification of the extremal connected sets (regions brighter or darker than their neighbours); 2) union of the $S_{\min}$-scale regions with their most extreme neighbouring region. The process is iterated through a set of scales $\{S_{\min}, \cdots, S_{\max}\}$ and gives, as a result, a set of “sieved” images. Since none of the two steps described above is affected by a rotation of the input image, the method is rotationally-invariant. The sieve has subsequently been extended to the colour domain through the convex colour sieve [22]. This is based on convex hulls of the spectral coordinates to identify colour extrema, and on subsequent merging of them to their nearest neighbour found through Euclidean distance measure. Application of the colour sieve to texture classification has been described in [82]. The texture features are the mean and standard deviation of the differences (granules) between two successive sieved images. In the experiments we used the same scale sequence proposed in [82]: $\{0, 1, 2, 3, 5, 9, 16, 28, 48, 84, 145\}$, where the values represent areas (in pixels). The mean and standard deviation are computed from each channel of each granule, resulting in a feature vector of $2 \times 3 \times 10 = 60$ features.

**B. CTD::PurelySpectral**

**Colour histogram**  The colour histogram, originally proposed by Swain and Ballard [84], is the estimated probability density function of an image in the colour space. In practice the method consists in dividing the colour space in parts of equal volume and counting how many times each part is represented in the input image. In the implementation described in [84], which is the one used in our experiments, the images are first converted into the rgb and Ohta’s colour spaces. In each case the one-dimensional marginalization are implemented of one-dimensional marginalization are possible for other colour spaces such as Ohta’s and HSV. Possible implementations of one-dimensional marginalization are colour histograms or even simpler colour statistics computed on each colour channel separately.

**Fuzzy colour histogram**  Konstantinidis proposed a fuzzy partition of the colour space based on perceptual similarity [37]. The idea is that each colour triple $(c_1, c_2, c_3)$ can be assigned a membership value from 0 to 1, which refers to 10 classes related to the common-sense idea of colour: black, darkgrey, red, brown, yellow, green, blue, cyan, magenta, and yellow. The membership value is computed through a set of triangular membership functions and 27 fuzzy rules. The method employs previous conversion to the L* a*b* space.

**C. CTD::PurelySpectralMarginalization2D**

**Chromaticity moments**  The chromaticity moments [70] are statistics extracted from a bidimensional colour distribution. They are defined as follows:

$$M_{D_{hk}}(m, l) = \sum_{h=h_{\min}}^{h_{\max}} \sum_{k=k_{\min}}^{k_{\max}} h^m k^l D(c_h, c_k) \quad (15)$$

$$M_{T_{hk}}(m, l) = \sum_{h=h_{\min}}^{h_{\max}} \sum_{k=k_{\min}}^{k_{\max}} h^m k^l T(c_h, c_k) \quad (16)$$

where $D$ is the estimated bidimensional probability density function in the $c_1 c_2$ plane of an image, and $T$ its trace. The latter is the binary version of the former, meaning that the value of an entry is 1 if the corresponding probability density is positive, 0 otherwise. In the implementation proposed in [70] the images are first converted into the xyY space, then two sets of D-type and T-type moments are computed from a rescaled and discretized version of the xy plane (in the equations $h$ and $k$ denote the discretized variables). The values of $h_{\min}, k_{\min}$ and $h_{\max}, k_{\max}$ are set to 0 and 99, respectively. In the experiments we consider five D-type moments and five T-type moments ($= 10$ features) corresponding to the following values of the exponents: $(l, m) \in \{(0, 1), (1, 0), (1, 1), (1, 2), (2, 1)\}$. It is important to point out that the magnitudes of the moments as they are defined in (15) and (16) can vary significantly as the exponents $m$ and $l$ change. This represents a potential drawback in classification. To avoid this problem we normalize the moments value by dividing it for the corresponding maximum attainable value:

$$\max [M_{D_{hk}}(m, l)] = h_{\max}^m k_{\max}^l \quad (17)$$

$$\max [M_{T_{hk}}(m, l)] = \sum_{h=h_{\min}}^{h_{\max}} \sum_{k=k_{\min}}^{k_{\max}} h^m k^l \quad (18)$$

**D. CTD::PurelySpectralMarginalization1D**

One-dimensional marginalization, proposed by various authors, is based on the assumption that the colour coordinates are uncorrelated. Theoretically such assumption is not entirely correct for the RGB space. It is more valid for other colour spaces such as Ohta’s and HSV. Possible implementations of one-dimensional marginalization are colour histograms or even simpler colour statistics computed on each colour channel separately.

**Marginal histograms**  Pietikainen et al. [74] proposed the use of concatenated 1D histograms in the RGB, rgb and Ohta’s colour spaces. In each case the one-dimensional histograms are quantized in 256 bins, which results in $256 \times 3 = 768$ features.

Lepistö et al. [46] employed individual H and V histograms in the HSV colour space and a concatenation of
both. In the experiments we maintain 256 bins, giving feature vectors of 256, 256 and 512 components respectively.

**Colour statistics: mean** Colour statistics, sometimes referred to as soft colour descriptors aim at approximating marginal histograms through a reduced set of parameters. These can be as simple as the average value of each channel in the RGB and rgb spaces, as proposed in [38] for surface grading.

**Colour statistics: mean + std + moments** In a study conducted by López et al. [51] the authors compared various combinations of colour statistics and obtained the best results combining mean, standard deviation and moments from degree two to five for each channel in the RGB and L*a*b* spaces. In their approach the moment of degree n for a spectral dimension h is defined as follows [51]:

\[
M_h(n) = \sum_{j=1}^{N} (c_{hj} - \mu_{c_h})^n p(c_h)
\]  

(19)

where \(\mu_{c_h}\) is the mean value of the spectral dimension \(h\), and \(p(c_h)\) the discrete probability distribution of \(c_h\), which has been estimated through a 256-bin histogram. The moments as defined in (19), however, have the disadvantage of being non-dimensionless and therefore inhomogeneous, with potential drawbacks in the classification stage. To avoid this problem we used, in the experiments, the standardized moments, which are the moments as defined above divided by \(\sigma_{c_h}\), where \(\sigma_{c_h}\) is the standard deviation of \(c_h\). As a consequence we take into account degrees from three to five, since the standardized moment of order two is one by definition (and therefore useless), whereas the standardized moments of degree three and four correspond to skewness and kurtosis, respectively. Consequently the number of features is \(5 \times 3 = 15\).

**Colour statistics: percentiles** The use of percentiles to model the colour distribution is described in [64]. In our experiments we considered the first, second and third quartile of each channel in the RGB space, which result in a feature vector of nine components.

E. **CTD:ColourIndexing**

The methods of this group are based on preliminary conversion of the three spectral coordinates into a single scalar value. In the classification scheme proposed by Palm [69] these methods are referred to as sequential approaches. Meaningful implementations of the function \(S\) –Eq. (9)– are grayscale conversion, which –as mentioned at the beginning of this section– is not considered here, and colour indexing. For all the methods presented in this section, colour indexing is obtained through uniform partition of the RGB colour space with a number of colours \(N_c = \{8, 27, 64\}\).

**Co-occurrence of colour indices** Co-occurrence of colour indices [1, 26] is a co-occurrence matrix applied to the colour labels of an indexed image. For the method to be applied in classification, colour indexing needs to be image-independent, in order to assure that the same color is labeled the same way in different images. To this end, as suggested in [1], we used a uniform partition of the RGB space. In the experiments we compute eight co-occurrence matrices corresponding to the following displacement vectors: \{(1, 0), (1, 1), (0, 1), (−1, 1), (−1, 0), (−1, −1), (0, −1), (1, −1)\}. The matrices are averaged for rotation invariance and the following five features are computed:

1) **contrast**:

\[
CN = \frac{1}{(G-1)^2} \sum_{u=0}^{G-1} \sum_{v=0}^{G-1} |u - v|^2 p(u, v)
\]  

(20)

2) **correlation**:

\[
CR = \frac{1}{2} \sum_{u=0}^{G-1} \sum_{v=0}^{G-1} \frac{(u - \mu_u)(v - \mu_v)}{\sigma_u^2 \sigma_v^2} p(u, v) + 1
\]  

(21)

3) **energy**:

\[
EN = \sum_{u=0}^{G-1} \sum_{v=0}^{G-1} p(u, v)^2
\]  

(22)

4) **entropy**

\[
ET = -\frac{1}{2 \log_2(G)} \sum_{u=0}^{G-1} \sum_{v=0}^{G-1} p(u, v) \log_2 [p(u, v)]
\]  

(23)

5) **homogeneity**

\[
HM = \sum_{u=0}^{G-1} \sum_{v=0}^{G-1} \frac{p(u, v)}{1 + |u - v|}
\]  

(24)

where \(u, v\) are the coordinates of the co-occurrence matrix, \(G\) is the number of gray levels, \(\mu_u, \mu_v, \sigma_u\) and \(\sigma_v\) are the mean values and the standard deviations of the \(u\)-th row and of the \(v\)-th column of the co-occurrence matrix respectively. The above definitions ensure that all the features have range \([0, 1]\). Throughout this paper we maintained this settings (displacements and features) wherever co-occurrence matrices appear.

**Multilayer CCR** The multilayer Coordinated Clusters Representation (multilayer CCR) [8] is an extension of the Coordinated Cluster Representation (CCR) [41, 81] to colour images. It is based on preliminary colour indexing and subsequent subdivision of the image plane into a stack of binary layers, each one corresponding to a colour class. In each layer the value of a pixel is one if its colour label matches that of the layer, zero oth-
otherwise. The method consist of computing the histograms of occurrence of the 512 binary patterns that can be defined in a $3 \times 3$ square window. This process is repeated for each layer, and the resulting histograms are concatenated. Since colour labels are mutually exclusive, one layer is redundant and can be discarded. In the experiments we employ uniform partition of the RGB space and applied the $CCH^p_{8,1}$ rotationally-invariant operator [19] to each layer. This gives $72 \times (N_c - 1)$ features.

**F. CTD:SpectralMarginalizationInter-Channel**

Inter- and intra-channel descriptors, of which we discuss in this section and in the following two sections, are related to two different theories of colour vision, namely the opponent-colours theory and the trichromatic theory, respectively. The opponent-colours theory, originally proposed by the German physiologist K.E. Helmholtz around 1872-1874, states that colours are processed in three pairs: red-green, yellow-blue and white-black. The trichromatic theory, of which T. Young and H. von Helmholtz are credited to be the main contributors, affirms that the signals (approximately blue, red and green) coming from the three cone types of the retina are transmitted to the brain where they are processed directly. Even if for many years the opponent-colours theory competed with the trichromatic theory of colour, subsequently it became accepted that either are adequate to model different processes that in fact occur in two separate but sequential zones of the brain [94].

In computer vision intra-channel features can be either considered alone (Section III G) or together with inter-channel features (Section III H). Inter-channel features are seldom used alone. An exception is represented by the approach of Gevers and Smeulders [21], which is summarized below.

**Histograms of colour ratios** Colour ratios, described in [21], are inter-channel features computed between neighbouring pixels. Given two neighbouring pixels $v_i = (c_{i1}, c_{i2}, c_{i3}, x_{i1}, x_{i2})$ and $v_j = (c_{j1}, c_{j2}, c_{j3}, x_{j1}, x_{j2})$, colour ratios are:

$$m_1 = \frac{c_{i1}c_{j2}}{c_{i1}c_{j2}}, \quad m_2 = \frac{c_{i1}c_{j3}}{c_{i1}c_{j3}}, \quad m_3 = \frac{c_{i2}c_{j3}}{c_{i2}c_{j3}}$$  \hspace{1cm} (25)

Therefore, for a given displacement we can compute three colour ratios. The image features are the histograms of the colour ratios. Particular attention must be paid to the histogram partition, since the ratios defined in (25) cannot be considered uniformly distributed, as correctly stated by Funt and Finlayson [20]. Therefore we used a quantization scheme in which each bin divides the ratios’ domain into equally probable parts under the assumption of uniform distribution of $c_1$, $c_2$ and $c_3$. In our experiments we considered eight unit displacements, and for each displacement we computed the correspond-
where $l$ is the dimension of the structuring element, $\phi$ is the morphological operator and, using the same notation introduced in (5), $Vol_k$ can be expressed as follows:

$$Vol_k(I) = \sum_{j=1}^{N}(c_{kj})$$  \hspace{1cm} (27)

In the experiments we use the same settings described in [24], namely four linear structuring elements with orientations $\{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$ for both opening and closing. The dimension of the elements ranges from 2 to 50 pixels by step 4. To obtain rotationally-invariant features the four granulometry vectors corresponding to each direction are averaged. The total number of features is $13 \times 2 \times 3 = 78$.

Wavelets and co-occurrence histograms Hiremath et al. [28] described a method for colour texture characterization based on wavelets and co-occurrence histograms applied to each colour channel separately. The first step consists in computing the 1-level wavelet decomposition of each colour channel and its complement (i.e.: each pixel value is replaced by the complement to the maximum intensity level). Let’s denote the approximation, vertical, horizontal, and diagonal wavelet coefficients with $A$, $V$, $H$, and $D$ respectively. The second step consists in computing joint co-occurrence histograms between the following couples of wavelet coefficients: $(A_1, H_1)$, $(A_1, V_1)$, $(A_1, D_1)$, $(A_1, |D_1 - H_1 - V_1|)$, $(A_1, H_1)$, $\cdots$, $(A_1, |D_1 - H_1 - V_1|)$, where $\overline{}$ represents the complement operator. For each couple of wavelet coefficients and a given displacement, two histograms of co-occurrence probability are constructed based on a maximum composition rule [28]. Afterward the co-occurrence histograms are converted into cumulative probability histograms and normalized as detailed in [39]. Three features are then extracted from each normalized cumulative histograms: slope of the regression line, mean and mean deviation. In the experiments we considered the same displacement described in Section III E. To obtain rotationally-invariant features, the histograms are averaged over the eight displacements, giving $8 \times 2 \times 3 \times 3 = 144$ features, where the factors indicate the number of wavelet couples, the number of histograms for each couple, the number of features for each histogram and the number of channels.

Complex Wavelet Features Barilla and Spann [4] applied the Dual Tree Complex Wavelet Transform (DT-CWT) to each colour channel. If compared to the Discrete Wavelet Transform (DWT), the DT-CWT has potential advantages, such as moderate redundancy and directional selectivity [36]. Whereas the DWT can only separate sub-bands into vertical, horizontal, and diagonal, the DT-CWT can provide a reasonable amount of directions, namely $\pm 15^\circ$, $\pm 45^\circ$, and $\pm 75^\circ$. To maintain the same number of scales and orientations used with Gabor filtering, we consider four scales and the six orientations cited above. For each sub-band the mean and the standard deviation of the absolute value of the CWT coefficients are used as texture features. For each scale the features are averaged over the six orientations to give rotationally-invariant features. We believe that DFT normalization, though adopted by some authors, is not recommendable here due to the different sensitivity of the complex wavelets (the $\pm 15^\circ$ and $\pm 75^\circ$ components are more sensitive than the $\pm 45^\circ$ [2]). This setting results in $4 \times 2 \times 3 = 18$ features, which are the number of scales, the number of features for each scale (averaged over the orientations), and the number of channels.

H. CTD:SpectralMarginalizationIntraAndInterChannel

Opponent Gabor features Inter- and intra-channel Gabor features have been described by Jain and Healey [32]. In their work they consider monochrome features—extracted from each colour plane separately—and opponent features—extracted from couples of colour planes. The second group can be further subdivided in two subgroups: 1) features computed from the normalized difference of the Gabor transforms at same scale and orientation on couples of different colour channels, and 2) features computed from the normalized difference of the Gabor transforms at different scale and orientation on couples of different colour channels. In [32] a unit difference in scale is considered at most (for instance if the number of scales is three, for each orientation the following opponent features are computed: $1/1$, $2/2$, $3/3$, $1/2$, and $2/3$, where the fractions indicate the scale ratio). Using the same filter bank detailed in Section III G we get $4 \times 6 \times 3 \times 2 = 144$ monochrome features, $4 \times 6 \times 3 \times 2 = 144$ opponent and homo-scale features and $3 \times 6 \times 3 \times 2 = 108$ opponent and shifted-scale features, all these features being not rotationally-invariant. The factors in the preceding expressions indicate the number of frequencies, orientations, number of channels and features per filter respectively. DFT normalization is used to obtain the following set of rotationally-invariant features: $4 \times 4 \times 3 \times 2 = 96$ monochrome features, $4 \times 4 \times 3 \times 2 = 96$ opponent and homo-scale features and $4 \times 4 \times 3 \times 2 = 72$ opponent and shifted-scale features. This gives a feature vector of which dimension is 264.

Opponent Colour Local Binary Patterns (OCLBP) The Opponent Colour LBP [60] is an extension of the standard Local Binary Patterns (LBP) [65] to colour images. In the OCLBP the LBP operator is applied on each color channel separately and on three couples of colour channels jointly: $(c_1, c_2)$, $(c_1, c_3)$ and $(c_2, c_3)$. Inter-channel (opponent) features are computed by picking the threshold value from the central pixel of the first
plane and applying it to the peripheral pixels of the second plane. In the experiments we use the $LBP_{8,1}$ rotationally-invariant operator, which provides 36 features. The total number of features of the OCLBP is therefore $36 \times 6 = 216$.

**Integrative co-occurrence matrices** Integrative co-occurrence matrices have been proposed, almost at the same time, by Palm [69] and by Arvis et al. [1]. The method includes both intra- and inter-channel features. The first are computed by applying the grayscale method to each colour channel separately. The second consider the co-occurrence of inter-channel pixel values among couples of colour channels: $(c_1, c_2)$, $(c_1, c_3)$ and $(c_2, c_3)$. In the experiments we use the same settings reported in Section III E, which give, in this case, $5 \times 3 \times 2 \times 3 = 150$ monochrome features and the same number of opponent features.

**Colour ranklets** Colour ranklets [7] extend the ranklet method to the colour domain. Original ranklets [56, 80] are non parametric texture descriptors. They are based on splitting a window in two subsets of predefined geometry and on checking whether there is significant difference between the pixel values of the two subsets. The original version of the method considers grayscale images and vertical, horizontal and diagonal subdivisions only. Colour ranklets extend it in two different directions: orientational selectivity and rotation-invariance on the one hand, and colour on the other hand. Colour is taken into account through intra-channel features (ranklets of each colour channel separately) and inter-channel features computed among couples of colour channels (opponent features). Subdivisions of the window are defined at different scales and orientations. For each subdivision the mean and standard deviation of the statistical test are retained as texture features. In the experiments we adopted the same settings used in [7], namely: three window sizes ($4 \times 4$, $6 \times 6$ and $8 \times 8$ pixels), six linear subdivisions ($\theta = \{0^\circ, 30^\circ, 60^\circ, 90^\circ, 120^\circ, 150^\circ\}$) and three diagonal subdivisions ($\theta = \{0^\circ, 30^\circ, 60^\circ\}$). This gives $3 \times (6 + 3) \times 2 \times 3 = 162$ monochrome features and the same number of opponent features, all these being not rotationally-invariant. After DFT normalization for rotation invariance, we get $3 \times (4 + 2) \times 2 \times 3 = 108$ monochrome features and the same number of opponent features, for a total of 216 features.

I. **CTD: Disjoint Spectral And Grayscale**

Disjoint spectral and grayscale analysis involves previous conversion into a colour spaces which separates intensity and chrominance (e.g.: HSV, L*a*b*). We used, for the first three methods included in this section, the HSV colour space, which is common to all. In all cases the chromatic features are the mean and standard deviation of the H and S channels. In the last two method presented in this section (LBP + colour percentiles and co-occurrence matrices + colour centiles) the colour features are computed from the RGB space. As a prel
inary step both HSV and RGB values are rescaled to interval [0, 1]. The feature vector is obtained by concatenating texture and colour features without any further normalization.

**Gabor filters and chromatic features** Combination of Gabor features from the luminance plane with chromatic features has been studied by Drimbarean and Whelan [17]. In the experiments we maintain the same Gabor settings detailed in Section III G. This gives 32 monochrome rotationally-invariant features + four chromatic features (which are intrinsically rotationally-invariant).

**Co-occurrence matrices and chromatic features** Combinations of co-occurrence features from the luminance plane and chromatic features have been proposed by Arvis et al. [1]. In the experiments we use the same co-occurrence features detailed in Section III E, which give five monochrome rotationally-invariant features and four chromatic features.

**Complex Wavelet features and chromatic features** In a similar way Barilla and Span considered the use of DTCWT features [4] extracted from the luminance plane in combination with chromatic features. With the same settings used in Section III G this gives 16 monochrome rotationally-invariant features and four chromatic features.

**Local Binary Patterns and colour centiles** Niskanen et al. [64] suggested a combination of LBP features from the luminance plane and colour centiles computed on each R, G and B channel for wood inspection. In the experiments we used the $LBP_{8,1}^{ri}$ operator to extract features from the luminance plane and RGB colour centiles the with the same settings described in Section III D. This gives 36 monochrome rotationally-invariant features and nine colour features.

**Co-occurrence matrices and colour centiles** In [64] the authors consider also a combination of co-occurrence features from the luminance plane and RGB colour centiles. With the same settings used with co-occurrence features and RGB centiles respectively we obtain five monochrome rotationally-invariant features and nine colour features.

### IV. EXPERIMENTS

#### A. Dataset

The dataset is composed of the 68 texture classes (Figure 3) of the OUTEX_TC_00013 test suite [66]. This suite, which provides hardware-rotated texture images acquired under known and controlled illumination conditions, is particularly suitable for comparative purposes, and has been used in a number of related papers [30, 59, 75, 82]. Other databases provide hardware-rotated colour textures too, such as CURet [14] and the KTH-TIPS group (KTH-TIPS [27] and KTH-TIPS2 [11]). The reasons why we decided to stick to the Outex dataset even in presence of these alternatives are: 1) both CURet and KTH-TIPS/KTH-TIPS-2 present the inconvenience that the original images contain not only the sample but also some background, making the usable part of the picture rather small; 2) whereas in OUTEX both the sensitivity of the camera and the spectrum of the illuminant are available as .txt files, enabling the colour calibration procedure described below, none of the alternative datasets come with such data.

As suggested in the Outex website[98], the images, the original size of which is 746 × 538, have been cropped by centering the sampling grid so that equally many pixels are left on each side. Each trimmed image has then been subdivided into 20 non-overlapping sub-images, with resolution 128 × 128, giving a database of 1360 texture samples for each rotation angle.

#### B. Colour spaces

As a preliminary step we converted the images from the device-dependent RGB space to the device-independent sRGB space. A detailed description of the colour calibration procedure is available in [8]. This decision is motivated by the following considerations: 1) with colour calibration we aim at eliminating (or, at least, reducing) any bias related to the imaging system; 2) some of the methods included in the comparison require previous conversion to device-independent spaces (e.g., $xyY$, $L^*a^*b^*$) which is straightforward when the data are already available in another device-independent space; 3) it is fair play to compare all the methods on device-independent colour spaces. When other device-dependent colour spaces are used (e.g., rgb, rg-by-wb, HSV, I1I2I3), their values are obtained from the sRGB values through the standard conversion formulas RGB/rgb, RGB/HSV, etc.

After this pre-processing operation, the images can be further converted into other colour spaces (see Table I), depending on the implementation proposed by the authors. As a general strategy we decided to maintain the same colour spaces used in the cited references. This approach is motivated by the following reasons. Firstly, there are some methods that only make sense within certain colour spaces (e.g: intra- and, even more, inter-channel methods make little sense in spaces that are not RGB-like). When considering intra-channel features, for instance, it isn’t particularly sound to compute them on channels that are not intensity-based. Likewise, when it comes to inter-channel features, it is sensible to compute ratios - or differences - of homogeneous quantities (i.e.: intensity in different channels, R/G, R/B, etc), whereas it sounds quite odd to do the same with, for instance, hue and intensity or saturation and intensity. In summary we believe that the choice of a particular colour space is inherent to the method, and cannot be separated from it. Secondly, it is important to recall that the most significant difference among colour spaces is that they can be either device-dependent or device-independent. This difference is essential, since device-dependent spaces are
TABLE I: Experimental results. Along with the name and references of each method, every single row reports: colour space (Col.), computational time (Time) over a three-level qualitative scale: low (L), medium (M) and high (H), dimension of the feature space (Dim.), mean (Avg) and standard deviation (Std) of the accuracy over the nine rotation angles, and accuracy for each rotation angle.

<table>
<thead>
<tr>
<th>Method (instance)</th>
<th>Ref.</th>
<th>Col.</th>
<th>Time Dim.</th>
<th>Avg</th>
<th>Std</th>
<th>Rotation angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTD: ColourTextureDescriptor</td>
<td>[59]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normalized color space repres.</td>
<td>[90]</td>
<td>sRGB</td>
<td>M</td>
<td>60</td>
<td>68.0</td>
<td>56.8</td>
</tr>
<tr>
<td>Average colour differences</td>
<td>[24,44]</td>
<td>L<em>a</em>b</td>
<td>M</td>
<td>50</td>
<td>45.3</td>
<td>38.2</td>
</tr>
<tr>
<td>Tex-Mex colour features</td>
<td>[82]</td>
<td>sRGB</td>
<td>M</td>
<td>60</td>
<td>68.0</td>
<td>56.8</td>
</tr>
<tr>
<td>Colour histogram</td>
<td>[84]</td>
<td>sRGB</td>
<td>L</td>
<td>10</td>
<td>57.6</td>
<td>38.2</td>
</tr>
<tr>
<td>Fuzzy colour histogram,</td>
<td>[37]</td>
<td>L<em>a</em>b</td>
<td>L</td>
<td>10</td>
<td>57.6</td>
<td>38.2</td>
</tr>
<tr>
<td>CTD: PurelySpectral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTD: PurelySpectralMarginalization2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chromaticity moments (CM55)</td>
<td>[70]</td>
<td>xyY</td>
<td>M</td>
<td>10</td>
<td>64.6</td>
<td>41.4</td>
</tr>
<tr>
<td>Three marginal histograms</td>
<td>[74]</td>
<td>sRGB</td>
<td>L</td>
<td>768</td>
<td>86.6</td>
<td>84.9</td>
</tr>
<tr>
<td>Three marginal histograms</td>
<td>[74]</td>
<td>rgb</td>
<td>L</td>
<td>768</td>
<td>80.3</td>
<td>79.0</td>
</tr>
<tr>
<td>Three marginal histograms</td>
<td>[74]</td>
<td>IIIE3</td>
<td>L</td>
<td>768</td>
<td>87.8</td>
<td>87.2</td>
</tr>
<tr>
<td>One marginal histogram (H)</td>
<td>[46]</td>
<td>HSV</td>
<td>L</td>
<td>256</td>
<td>75.6</td>
<td>74.8</td>
</tr>
<tr>
<td>One marginal histogram (V)</td>
<td>[46]</td>
<td>HSV</td>
<td>L</td>
<td>256</td>
<td>65.3</td>
<td>64.6</td>
</tr>
<tr>
<td>Marginal histogram (H+V)</td>
<td>[46]</td>
<td>HSV</td>
<td>L</td>
<td>512</td>
<td>85.3</td>
<td>84.4</td>
</tr>
<tr>
<td>Colour statistics (mean)</td>
<td>[38]</td>
<td>sRGB</td>
<td>L</td>
<td>3</td>
<td>66.7</td>
<td>65.2</td>
</tr>
<tr>
<td>Colour statistics (mean)</td>
<td>[38]</td>
<td>rgb</td>
<td>L</td>
<td>3</td>
<td>52.9</td>
<td>51.7</td>
</tr>
<tr>
<td>Col. stat. (mean + std + 3-5th)</td>
<td>[51]</td>
<td>sRGB</td>
<td>L</td>
<td>15</td>
<td>84.2</td>
<td>82.7</td>
</tr>
<tr>
<td>Col. stat. (mean + std + 3-5th)</td>
<td>[51]</td>
<td>L<em>a</em>b</td>
<td>L</td>
<td>15</td>
<td>82.3</td>
<td>80.5</td>
</tr>
<tr>
<td>Colour statistics (percentiles)</td>
<td>[64]</td>
<td>sRGB</td>
<td>L</td>
<td>9</td>
<td>80.8</td>
<td>77.7</td>
</tr>
<tr>
<td>CTD: ColourIndexing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co-occurrence mat., 8 levels</td>
<td>[1]</td>
<td>sRGB</td>
<td>M</td>
<td>5</td>
<td>39.2</td>
<td>34.9</td>
</tr>
<tr>
<td>Co-occurrence mat., 27 levels</td>
<td>[5]</td>
<td>sRGB</td>
<td>M</td>
<td>5</td>
<td>52.2</td>
<td>48.7</td>
</tr>
<tr>
<td>Co-occurrence mat., 64 levels</td>
<td>[5]</td>
<td>sRGB</td>
<td>M</td>
<td>5</td>
<td>48.3</td>
<td>45.5</td>
</tr>
<tr>
<td>Multilayer CCR, 8 levels</td>
<td>[8]</td>
<td>sRGB</td>
<td>M</td>
<td>504</td>
<td>61.9</td>
<td>59.3</td>
</tr>
<tr>
<td>Multilayer CCR, 27 levels</td>
<td>[8]</td>
<td>sRGB</td>
<td>H</td>
<td>1872</td>
<td>80.7</td>
<td>77.7</td>
</tr>
<tr>
<td>Multilayer CCR, 64 levels</td>
<td>[8]</td>
<td>sRGB</td>
<td>H</td>
<td>4536</td>
<td>82.3</td>
<td>77.5</td>
</tr>
<tr>
<td>CTD: SpectralMarginalizationIntraChannel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabor features</td>
<td>[53,71]</td>
<td>sRGB</td>
<td>M</td>
<td>96</td>
<td>85.9</td>
<td>83.8</td>
</tr>
<tr>
<td>Granulometry</td>
<td>[24]</td>
<td>sRGB</td>
<td>M</td>
<td>78</td>
<td>76.1</td>
<td>73.7</td>
</tr>
<tr>
<td>Gabor feat. on Gauss. col. mod.</td>
<td>[29]</td>
<td>sRGB</td>
<td>M</td>
<td>96</td>
<td>83.9</td>
<td>81.8</td>
</tr>
<tr>
<td>Wavelets + Co-occurrence hist.</td>
<td>[28]</td>
<td>sRGB</td>
<td>M</td>
<td>144</td>
<td>50.1</td>
<td>48.3</td>
</tr>
<tr>
<td>DT-CWT (4 scales, 6 ornts)</td>
<td>[4]</td>
<td>sRGB</td>
<td>M</td>
<td>48</td>
<td>79.9</td>
<td>77.9</td>
</tr>
<tr>
<td>CTD: SpectralMarginalizationInterChannel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histograms of colour ratios</td>
<td>[21]</td>
<td>sRGB</td>
<td>M</td>
<td>96</td>
<td>42.0</td>
<td>37.8</td>
</tr>
<tr>
<td>Opponent Gabor features</td>
<td>[32]</td>
<td>sRGB</td>
<td>M</td>
<td>264</td>
<td>86.0</td>
<td>83.8</td>
</tr>
<tr>
<td>Opponent colour LBP</td>
<td>[60]</td>
<td>sRGB</td>
<td>M</td>
<td>216</td>
<td>86.0</td>
<td>83.8</td>
</tr>
<tr>
<td>Integrative co-occurrence mat.</td>
<td>[1,69]</td>
<td>sRGB</td>
<td>M</td>
<td>30</td>
<td>86.0</td>
<td>84.8</td>
</tr>
<tr>
<td>Colour ranklets</td>
<td>[7]</td>
<td>sRGB</td>
<td>H</td>
<td>216</td>
<td>86.1</td>
<td>84.8</td>
</tr>
<tr>
<td>CTD: DisjointSpectralAndGrayscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabor and chromatic features</td>
<td>[17]</td>
<td>sHSV</td>
<td>M</td>
<td>36</td>
<td>89.3</td>
<td>87.8</td>
</tr>
<tr>
<td>DT-CWT + chromatic features</td>
<td>[4]</td>
<td>sHSV</td>
<td>M</td>
<td>20</td>
<td>74.7</td>
<td>72.2</td>
</tr>
<tr>
<td>Co-occurrence mat. + chroma</td>
<td>[1]</td>
<td>sHSV</td>
<td>L</td>
<td>9</td>
<td>86.2</td>
<td>84.8</td>
</tr>
<tr>
<td>Co-occurrence mat. + percentiles</td>
<td>[64]</td>
<td>L<em>a</em>b</td>
<td>L</td>
<td>14</td>
<td>85.7</td>
<td>83.2</td>
</tr>
<tr>
<td>LBP + percentiles</td>
<td>[64]</td>
<td>sRGB</td>
<td>L</td>
<td>45</td>
<td>86.1</td>
<td>84.1</td>
</tr>
</tbody>
</table>

affected by a bias, which is related to the acquisition system and is likely to have significant effects on classification. As mentioned above, this source of uncertainty has been previously removed by a calibration procedure. As a results all the spaces considered in the experiments are, in fact, device-independent, which implies fair play in the experiments.

We wish to underline that the experiments have been conducted under steady illumination conditions. Problems related to illumination invariance are not considered in this paper. Readers should be aware that under variable illumination conditions in principle any colour-based method is likely to suffer a significant loss of performance, as remarkably evidenced by Mäenpää and Pietikäinen [59].
C. Classification and estimation of accuracy

To compare the performance of the methods described in the previous sections, we carried out a classification experiment using a nearest-neighbour (1-NN) classifier with $L_1$ distance. Of the various classification methods that have been proposed in literature, the 1-NN has some desirable features that make it particularly suitable for feature comparison. Among these are: absence of tuning parameters, easiness of implementation and the asymptotical property that the error rate is bounded from above by twice the Bayes error as the number of samples tends to infinity [18].

The procedure for accuracy estimation is based on split-half validation with stratified sampling [83]. This method generates a set of problems (100 in our setting). In each problem the overall texture set is randomly split into two non-overlapping subsets, one for training and the other one for validation. Stratified sampling means that the proportion of samples in the training and validation set is the same for all the classes. This proportion is 0.5 here, meaning that in each problem half of the samples of each class is used for training and the other half for validation. For each problem the estimated accuracy is the percentage of samples of the validation set that has been classified correctly. The overall accuracy is the average of this over the 100 problems. The procedure is described step-by-step here below.

- **Step one**: randomly split the 20 samples of each texture class into two groups of 10 samples each: one for training and the other for validation. Pick the training textures from the $0^\circ$ group and the test textures from the $\alpha$-degree group, where $\alpha = \{0^\circ, 5^\circ, 10^\circ, 15^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ\}$.

- **Step two**: classify the samples of the validation set through the nearest neighbour rule with $L_1$ distance using the training set as labelled examples.

- **Step three**: compute and store the percentage of correct classification.

- **Step four**: repeat steps from one to three 100 times.

The output of this procedure is an array of 100 values whose average is the estimated accuracy. In order to obtain reproducible results, we computed and stored the 100 random subdivisions (which are available online - see Sec. IV E) at the beginning of the experiment, and used them in all the calculations.

D. Pairwise comparison

We defined the following criterion for pairwise statistical comparison of the methods considered in the experiments: we consider one method significantly better than another if, for each rotation angle, it significantly outperforms the other. To assess whether the performance of two methods is significantly different (at a given rotation angle) we used a $t$-test for two population means with variances unknown and unequal [34], where mean and variance of the samples are computed as described in the preceding section. The tests have been conducted at a significance level $\alpha = 0.05$. The results are reported in Table II.

E. Implementation, execution and reproducible research

The methods have been implemented within the MATLAB® package, release 2007a. Gabor features are based on the SIMPEGABOR® toolbox [88] developed at the Lappeenranta University of Technology, Finland. Dual-Tree Complex Wavelet Features are based on the MATLAB implementation of Wavelet Transforms [87] available at the Polytechnic Institute of New York University, USA. The classification experiments were executed using the High Performance Computing Cluster [99] available within the University of East Anglia, UK.

For reproducible research purposes we made all the information (code and data) required to replicate the results available online[100].

V. RESULTS AND DISCUSSION

The experimental results are summarized in Table I. Each column of the table reports the following data: name of the method, related references, dimension of the feature space, computational time over a three-level qualitative scale (low, medium and high), mean and standard deviation of the classification accuracy over the nine rotation angles and classification accuracy for each rotation angle.

Table II reports the results of the pairwise comparisons according to the criterion defined in Section IV D. For each entry $(i, j)$ the arrow points in the direction of the method that performs best. The symbol $=$ indicates that there is no significant difference between the two methods. By definition the matrix is antisymmetric.

Based on the results shown in Table I we can establish a ranking by counting the number of “wins”, “losses” and “ties” of each method. The ranking is reported in Table III, where we included the methods of which the balance (difference between wins and losses) is non negative.

A potentially useful method for colour texture classification should yield good classification accuracy with relatively few features. Based on this consideration we believe that it is recommendable to compare the methods with respect to both accuracy and dimension of the feature space. To this end we report, in a scatter plot (Figure 4), the number of features of each method listed in the ranking (in logarithmic scale) versus its accuracy. In the graph the two blue dash-dot lines represent the second quartile (median) of the accuracy and of the number
of features of the methods reported in Table III. These values ideally divide the methods into four zones: A) high accuracy and low number of features; B) high accuracy and high number of features; C) low accuracy and low number of features and D) low accuracy and high number of features. Ideally the group A represents the “optimum”, in a Pareto sense, since it combines good accuracy and limited number of features.

As a general trend the good performance of the class CTD:DisjointSpectralAndGrayscale emerges. Four out of five methods of this class appear in the ranking (Table III); of the four that appear in the ranking three methods belong to the group A; and, last but not least, the most accurate method pertains to this class too.

The methods of the class CTD:Spectral-MarginalizationIntraAndInterChannel provide good classification accuracy too, but at the cost of a greater number of features. They tend to cluster in the zone B of the diagram (a remarkable exception is represented by integrative co-occurrence matrices, which
TABLE III: Ranking of the methods. W, L and T stand for wins, losses and ties, respectively. Bal. is the difference between the first two. Rnk reports the final standing. The table includes only those methods the balance of which is non negative.

<table>
<thead>
<tr>
<th>Method</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>Bal.</th>
<th>Rnk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor + chromatic features</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>1</td>
</tr>
<tr>
<td>Three marginal histograms (II2I3)</td>
<td>32</td>
<td>1</td>
<td>4</td>
<td>31</td>
<td>2</td>
</tr>
<tr>
<td>Colour ranklets</td>
<td>32</td>
<td>1</td>
<td>4</td>
<td>31</td>
<td>3</td>
</tr>
<tr>
<td>Three marginal histograms (RGB)</td>
<td>27</td>
<td>3</td>
<td>7</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>LBP + percentiles</td>
<td>27</td>
<td>3</td>
<td>7</td>
<td>24</td>
<td>5</td>
</tr>
<tr>
<td>Gabor features</td>
<td>24</td>
<td>1</td>
<td>12</td>
<td>23</td>
<td>6</td>
</tr>
<tr>
<td>Integrative co-occurrence matrices</td>
<td>25</td>
<td>2</td>
<td>10</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>Co-occurrence matrices + chromatic features</td>
<td>25</td>
<td>3</td>
<td>9</td>
<td>22</td>
<td>8</td>
</tr>
<tr>
<td>Opponent colour LBP</td>
<td>22</td>
<td>1</td>
<td>14</td>
<td>21</td>
<td>9</td>
</tr>
<tr>
<td>Co-occurrence matrices + percentiles</td>
<td>25</td>
<td>4</td>
<td>8</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td>Marginal histogram (H+V)</td>
<td>24</td>
<td>4</td>
<td>9</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Opponent Gabor features</td>
<td>22</td>
<td>2</td>
<td>13</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>Colour histogram</td>
<td>22</td>
<td>9</td>
<td>6</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Col. stat. (mean + std + 3-5th, RGB)</td>
<td>22</td>
<td>9</td>
<td>6</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Col. stat. (mean + std + 3-5th, Lab)</td>
<td>22</td>
<td>9</td>
<td>6</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>Gabor feat. on Gauss. col. mod.</td>
<td>19</td>
<td>6</td>
<td>12</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Multilayer CCR, 64 level</td>
<td>21</td>
<td>15</td>
<td>1</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>Multilayer CCR, 27 levels</td>
<td>16</td>
<td>16</td>
<td>5</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>DT-CWT (4 scales, 6 ornts)</td>
<td>16</td>
<td>16</td>
<td>5</td>
<td>0</td>
<td>19</td>
</tr>
</tbody>
</table>

FIG. 4: Accuracy vs dimension of the feature space. Numbers by each symbol indicate position in the ranking (Table III, column “Rnk”).

VI. CONCLUSIONS AND FUTURE DIRECTIONS

The combination of colour and texture into joint descriptors has received significant attention in literature. Nevertheless, despite the good number of methods that have been proposed, little attention has been devoted to the definition of a comprehensive framework to classify them in a unifying scheme. Comparative evaluation of the methods has not been a field of particularly intensive activity either. Based on these motivations with this paper we aimed at providing an overview of the existing methods, defining and appropriate taxonomy and comparing the performance of the methods over a standard dataset. As a preliminary step we presented a taxonomy based on a firm mathematical basis. In establishing this we introduced two different concepts: colour texture function and colour texture descriptor, where the second is defined as a composition of the first. Subsequently we selected an ample set of methods published in literature and gave them the correct ubication inside the taxonomy. We submitted these methods to a comparative experiment using a standard colour texture dataset (OU-TEX_TC_00013) and a standard classification approach (nearest-neighbour rule and $L_1$ distance).

The results point in the direction of separate colour and texture analysis as the best practice when one seeks for optimal compromise between accuracy and limited number of features. This conclusion seems to be in accordance with some recent psychophysiological findings (see Section I) that suggest independent processing of colour and texture in object perception. Good classification accuracy can also be obtained through intra- and inter-channel features, but at the cost of longer feature vectors. Purely spectral methods seem to need even more features to provide comparable results in terms of accuracy.

The above considerations suggest that integrating colour and texture features from parallel processing seems to be the most promising strategy. In the approaches presented in this manuscript this was obtained in the most straightforward way, namely through con-
catenation of feature vectors. Future research could be focussed on smarter approaches to integrate colour and texture data from parallel processing, for instance through fusion of classifiers [40]. Related work in Content-Based Image Retrieval [52] indeed confirms that improved accuracy can be achieved when colour and texture feature vectors are combined through suitable fusion schemes.

VII. NOTE TO THE REVIEWERS

The credentials to access the website http://dismac.dii.unipg.it/ctc are: username = colour, password = texture.
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